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Abstract

The superconfiguration (SC) approach to collisional-radiative modeling can signifi-
cantly decrease the computational demands of finding non-LTE level populations in
complex systems. However, it has not yet been fully determined whether the statis-
tical averaging of SC models leads to a significant loss of accuracy. The present work
compares results from two independent models: a detailed-level accounting (DLA)
model based on HULLAC data and the SC model MOST. The relatively simple
level structures of the K- and L-shell ions of the neon test system ensure a tractable
number of levels in the DLA model but challenge the statistical assumptions of
the SC approach. Nonetheless, we find fair agreement between the two models for
average ion charges, SC populations, and various effective temperatures.

Key words: Superconfiguration, Collisional-radiative, Non-LTE, Effective
temperature

1 Introduction

Effective temperatures governing the population distributions of energy lev-
els in plasma ions have long held promise as a way to ease the significant
computational burden of non-LTE modeling [1–3]. Recently, the collisional
and radiative atomic processes that couple energy levels have been shown to
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promote Boltzmann-type population distributions among levels within elec-
tronic configurations and among configurations within larger ensembles called
superconfigurations [4]. The resultant effective temperature laws have been
confirmed both analytically [2] and numerically [5–7], and suggest that some
of the detailed structure of ions in plasma can be adequately described us-
ing statistical methods rather than explicit treatment [8,9]. To exploit this
simplification of the general collisional-radiative (CR) problem, various super-
configuration models which statistically average detailed level structure into
large ensembles have been developed [10–12].

With the significant compression of level structure achieved through the SC
approach, non-LTE plasma ions can be described with a completeness that is
computationally prohibitive for more detailed models [2,13,14]. The advantage
of this compression can hardly be overstated: for many-electron systems, the
number of fine structure levels can easily reach several million, pushing the lim-
its of practical computing capabilities. Averaging these levels into a few hun-
dred SC ensembles makes complex systems eminently tractable. However, in
order for the computational advantages of the SC approach to be fully utilized,
it must be proven to be reliable. Recently, successful comparisons of the results
of SC models with experiments have been made [2,6,11,14,15], and iterative
models which split SCs into successively smaller ensembles have been shown to
converge [13], suggesting internal consistency between detailed-configuration
accounting (DCA) and SC models. But while the temperature law founda-
tions of the SC approach have been numerically confirmed by detailed-level
accounting (DLA) models (sometimes also called detailed term accounting, or
DTA) [5,6], to our knowledge no direct and systematic comparison between
the results of SC and DLA models has yet been made.

In this work, we present a direct comparison between two independent models
of neon: the SC model MOST [12] and a detailed-level accounting model.
The low-Z test system was chosen so that a DLA model of reasonable size
and sufficient completeness could be constructed for comparison with the SC
model over a wide range of plasma conditions. While the relatively small
modeled system accommodates the practical computational limits of the DLA
approach, it challenges the statistical foundations of the SC approach: A few
SCs in the present system contain only a single level, and the configurations
and superconfigurations of the modeled K- and L-shell ions are generally much
smaller than those of the M-shell systems treated by MOST in previous work
[6,12]. Nonetheless, MOST gives good agreement with the DLA model for
average ion charges and ion populations across a wide range of temperatures
and densities and predicts reasonable values for effective temperatures within
ions and SCs.

In the following sections, we:
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(1) describe the SC and DLA approaches and the modeled neon system,
(2) compare SC and DLA results for average ion charge, SC populations, and

various effective temperatures, and
(3) develop an analytical formulation of a general effective temperature as a

heuristic tool.

2 Description of Models

Two collisional-radiative models have been constructed to describe the non-
LTE populations of neon ions in plasma. Both models are based on the same
relatively simple and reasonably complete set of energy levels in neon, but
while the DLA model treats each of more than 4500 fine-structure levels sep-
arately, the SC model groups those same levels into fewer than 50 large su-
perconfigurations. (It is worth noting that even this hundredfold compression
is much less than the compression that can be achieved for more complex
systems.)

In the DLA model, the energy level structure and atomic rate data were
generated by the original version of the HULLAC suite of atomic codes [16–
19], which are fully relativistic and include configuration-interaction effects.
All levels within configurations formed by a promotion of the valence electron
to n le 4 are included in H-like to F-like neon, as are levels in configurations
formed by promotion of a 1s electron to n le 3 in He- to F-like ions. These levels
are coupled by eight atomic processes: spontaneous radiative and Auger decay,
collisional excitation and de-excitation, collisional ionization and three-body
recombination, dielectronic capture, and radiative recombination. Steady-state
level populations are determined by solving the set of coupled linear equations
(one for each level) formed by balancing the rates of population entering and
leaving each level.

The energy level structure of the SC model MOST consists of pairs of Layzer’s
complexes, which ensemble-average configurations into non-relativistic super-
configurations according to the occupation numbers of the n shells. Configu-
ration energies and rates between configurations are calculated by the AVER-
ROES suite of codes [14], which include relativistic corrections but not con-
figuration interaction. MOST uses correlation properties of the AVERROES
DCA system to obtain two sets of linear equations: one which gives the popula-
tions of the superconfigurations and another which give effective temperature
describing the population of configurations within each SC [12].

Figure 1 shows the energy level structure of neon ions from the bare nucleus
to the F-like ion, with each state represented by a horizontal line plotted with
its energy relative to the ground state of neutral neon. The SC notation given
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Fig. 1. Energies of states in (a) the DLA model and (b) MOST relative to the
ground configurations of neutral neon.

in Fig. 1 (a) is based on the occupation number of the n shells; for example,
(1)2(2)3 comprises all configurations with 2 electrons in n = 1 and 3 electrons
in n = 2 (i.e. 1s2 2s2 2p, 1s2 2s 2p2, and 1s2 2p3). Superconfiguration energies
are calculated using

ESC =
∑

i

(giEi)/
∑

i

gi (1)

where i runs over all configurations within the SC in MOST and all fine-
structure levels within the SC in the DLA model. (This construction and others
like it in this paper are purely geometrical and do not include Boltzmann
factors, which may be important in other contexts.) The ESC extracted from
the HULLAC-based DLA model agree with the energies used in MOST to
within a few percent, with the worst agreement (≈ 2%) for highly excited
levels in the near-neutral ions.

3 Comparison of SC and DLA model results

3.1 Charge state distributions

We have performed comparisons of the SC and DLA models over a wide range
of plasma conditions at various levels of detail. The grossest such comparison
is of the average ion charge 〈Z〉, which is shown in Fig. 2 for three electron
temperatures Te (25, 50, and 100 eV) for electron densities ne from 1015 to
1022 cm−3. The solid black and short-dashed gray lines give the results of
the DLA and SC models, respectively, and show good agreement between the
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for three values of Te. For the 25 eV case, results from DCA models based on
HULLAC and AVERROES data are also given, showing that the primary source of
disagreement arises from input data.

two models at high Te (where population collects in the He-like ion) and high
ne (where the system approaches LTE). Both models predict an increase in
〈Z〉 at moderate electron densities as two-step (ladder) ionization becomes
important, and then predict decreasing 〈Z〉 on the approach to LTE as three-
body recombination becomes dominant.

There are significant discrepancies between the two models at low temper-
atures and densities: in the low-density limit of the 25 eV case, the DLA
model predicts a 〈Z〉 that is 10% lower than that predicted by MOST. This
disagreement could be caused either by the averaging intrinsic to MOST or
by differences in the input data. To distinguish between these two possibili-
ties, we constructed detailed configuration-average (DCA) models from both
the HULLAC and AVERROES data sources: The DCA results are given in
Fig. 2 by long-dashed black and gray lines for the HULLAC and AVERROES
data sets, respectively. The good agreement between the DCA model based on
AVERROES data and MOST indicates that the SC-averaging procedure does
not introduce intrinsic error, and points to the independent data sources as
the cause of the disagreement. Part of this disagreement is attributable to ad-
ditional dielectronic recombination channels in the DLA model due to config-
uration interaction between configurations in the singly excited (1)2(2)N−3(3)
and (1)2(2)N−3(4) SCs in B- to F-like neon (see Fig. 1).

A final note of interest from Fig. 2 is the lingering disagreement between the
DCA and DLA models based on HULLAC data. The DLA model is more
highly ionized than the DCA model due to anomalously high populations of
metastable excited levels in ground configurations, which can contribute to
ladder ionization in the DLA model even at low densities. A hybrid model
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which retains fine-structure detail in the ground configurations of the ions
matches the DLA results at low densities. Thus, we observe that while very
little accuracy is lost in the transition from DCA to SC models (supporting the
convergence suggested in [13]), there is some sacrifice of accuracy in moving
from DLA to DCA models.

3.2 SC populations and effective temperatures within ions

Moving to an even finer level of detail, Fig. 3 shows normalized SC popula-
tions of He- through B-like neon at two electron densities with Te = 50 eV.
The normalized SC populations are the SC densities divided by the total SC
statistical weights; they are given directly by MOST and are calculated in the
DLA model using

XSC/gSC =
∑

i

Xi/
∑

i

gi (2)

where Xi is the population density (in cm−3) of states in the level i and the
sum runs over all levels in each SC. The solid and dashed lines in Fig. 3 give
the best-fit lines to a Boltzmann-type distribution of SC populations for each
ion; their slopes represent an effective ion temperature Tion which describes
the populations of the superconfigurations through XSC/gSC ∝ e−ESC/Tion .

In the high-density case [Fig. 3 (a)], the DLA model and MOST are in excel-
lent agreement for both the SC populations and the derived ion temperatures.
The agreement remains fairly good in the lower-density case [Fig. 3 (b)] for
all ions except He-like neon, where the disagreement is likely due to the small
number of levels in the He-like SCs. Since the SC model only promises to be
reliable when statistical correlations between large ensembles hold, the dis-
agreement here is not surprising. Indeed, we find generally that the quality of
the agreement in the SC populations is directly correlated with the degeneracy
of the SCs.

We note in particular that while the DLA model predicts lower populations
than the SC model for most of the He-like neon SC populations in Fig. 3 (b),
the DLA model predicts a higher population for (1)1(2)1 (ESC = 914 eV). This
is due to the presence of a metastable level in the 1s2s configuration which has
no strong decay channel to 1s2 and so collects population through radiative
cascades from other excited levels. In the SC model, the metastable behavior
is washed out by averaging with the strong 1s2p − 1s2 decay channel. This
averaging has two consequences for any pure SC model: First, since ioniza-
tion balances can be driven by ladder ionization from metastable states with
significant population even at low densities, SC models may tend to slightly
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Fig. 3. Normalized SC population densities at Te = 50 eV and ne = (a) 1022 and
(b) 1017 cm−3 given by closed and open points for the DLA model and MOST,
respectively. Ion temperatures describing the distribution of SC populations with
SC energies are listed on the plots and represented by solid and dashed lines for the
DLA model and MOST, respectively. and are also .

underpredict 〈Z〉 (A similar effect was observed in the HULLAC-based DCA
model discussed above.) Second, widely-used density diagnostics based on line
emission from closed-shell ions whose low-lying states collect population at
low electron densities will not be accessible when the metastable states are
ensemble-averaged. These caveats are in any case beyond the claims made
by the SC approach, and, since they tend to be most important for closed-
shell ions, can be corrected with modest concessions to complexity by using
restricted DLA or hybrid models.

In the high-density case given in Fig.3 (a), the SC populations lie very close
to the straight lines describing the Boltzmann distributions, and the derived
Tion are very close to Te, reflecting the proximity of the system to LTE. In
the lower-density case where the system is far from LTE, the derived Tion

are significantly smaller than Te, and the populations of levels with ESC ≈
200 eV deviate significantly from the Boltzmann distributions. If the high-
energy SCs formed by excitation of a 1s electron in the L-shell ions are ne-
glected, the derived Tion falls from ≈ 40 eV to ≈ 10 - 15 eV. The resulting
Boltzmann distributions describe the populations of the lower-energy SCs very
well, but significantly underpredict the populations of the high-energy SCs.
We have found that the high-energy SCs in the L-shell ions are of very little
importance to the ionization dynamics and might as well have been neglected
altogether in the present model. However, their anomalous behavior at low
densities indicates that the notion of a universal effective temperature which
is independent of level energy is problematic, and underscores the importance
of including state-dependent collisional-radiative effects in the calculation of
effective temperatures (as is done explicitly by MOST through correlations
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Fig. 4. Superconfiguration temperatures describing the distribution of configuration
populations within SCs at Te = 50 eV and ne = 1017 cm−3. Closed and open points
give TSC from the DLA model and MOST, respectively. Error bars derived from
correlation coefficients are given for the DLA points.

and implicitly in the DLA model by averaging over CR level populations).

3.3 Effective temperatures within SCs

The effective ion temperature defined in the previous section described the
distribution of SC populations in each ion. Another effective temperature
generated by both the DLA model and MOST is the superconfiguration tem-
perature TSC , which describes the distribution of configurations within each
superconfiguration. In MOST, TSC are calculated directly from a system of
linear equations generated through correlations of rates coupling configura-
tions. In the DLA model, TSC are determined by finding the best-fit line of
the natural logarithm of normalized configuration populations XC/gC to the
configuration energies EC . Explicitly, EC and XC/gC are calculated in the
DLA model by

EC =
∑

i

(giEi)/
∑

i

gi (3)

XC/gC =
∑

i

(Xi)/
∑

i

gi (4)

In Eqs. (3) and (4), the summations run over all levels within each electronic
configuration.

Figure 4 gives a comparison of the superconfiguration temperatures obtained
with the DLA model and MOST for Te = 50 eV and ne = 1017 cm−3. The
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Fig. 5. Configuration temperatures describing the distribution of levels within con-
figurations at Te = 50 eV and ne = 1017 cm−3 in the DLA model.

magnitudes of the error bars given for the DLA data points are derived from
the correlation coefficient r of the linear least-squares fit through TSC(1− r).
The agreement between MOST and the DLA models in TSC is quite good
for the low-energy SCs formed by excitation of a valence electron. The higher-
energy SCs have larger disagreements in TSC but tend also to have larger error
bars. The typical values for TSC of 10-20 eV are smaller than the ≈ 40 eV ion
temperatures derived using the full set of SCs at the same plasma conditions,
and are on the whole less predictable than Tion, which varied little between
ions.

3.4 Effective temperatures within configurations

Yet another effective temperature, the configuration temperature TC , can be
defined to describe the population distribution of levels within configurations.
The SC model offers no predictions for TC , but we include here the predictions
of the DLA model for completeness. Figure 5 gives configuration temperatures
from the DLA model at Te = 50 eV and ne = 1017 cm−3 for He- through B-like
neon ions. The configuration temperatures generally fall between -10 and 10
eV (negative effective temperatures signal population inversions which occur
between metastable levels and levels with large radiative decay rates).

Since collisional processes enforce LTE most readily among levels with small
energy separations, it would be reasonable to expect effective temperatures
to increase towards Te as the ensemble size (and thus the energy separation)
decreases. However, the three sets of effective temperatures so far presented
exhibit a somewhat surprising trend of decreasing effective temperatures with
decreasing ensemble size. On the side of the smallest ensembles considered
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(levels within configurations), the deviation from our expectation is largely due
to strong radiative decay channels which couple excited levels more strongly
to ground states than to nearby excited levels at even moderate densities.
On the side of the large ensembles (superconfigurations within ions), we have
already described how anomalously large populations of high-energy SCs force
the effective temperature towards Te. A heuristic tool for understanding this
behavior is given in the next Section.

4 Analytical formulation of effective temperature

To aid our understanding of the collisional-radiative foundations of population
distributions, we can derive an expression for an effective temperature Teff in
a simple two-level system. Consider an excited level (X1) which lies ∆E in
energy above the ground level (X0). In equilibrium, the level populations X
and the collisional-radiative rates R coupling the two levels are balanced: X0

R(0 → 1) = X1 R(0 → 1). Let Teff be the temperature which enforces the
collisional-radiative population balance through a Boltzmann relation

X1

X0

=
R(0 → 1)

R(1 → 0)
=

g1

g0

e−∆E/Teff (5)

If the two levels belong to the same ion and are coupled by a dipole radiative
decay rate, then R(0 → 1) contains only a collisional excitation rate and
R(1 → 0) contains collisional de-excitation and spontaneous radiative decay
rates. With the Van Regemorter approximation [20] for the collision strength,
all three of these rates are proportional to the dipole oscillator strength —
and their ratio is independent of the details of the dipole coupling. Using the
Gaunt factors recommended by Mewe [21] in the collisional rates, the effective
temperature is implicitly given by

e−∆E/Teff = e−β

[
1 +

2.75× 1012

0.15 + 0.28χ(β)

(
∆E3T 1/2

e

ne

)]−1

(6)

where β = ∆E/Te and χ(β) = ln[1 + (0.562 + 1.4β)/(β + 1.4β2)] [22] with
ne in cm−3 and Te, Teff , and ∆E in eV. The term containing ∆E3T 1/2

e /ne

represents the branching ratio of radiative decay to collisional de-excitation.
Note that while Eq. 6 is valid only for optically thin plasmas with Maxwellian
electron distributions, Eq. 5 is general and can be modified to include colli-
sional rates driven by non-Maxwellian distributions and stimulated emission
and absorption rates driven by opacity effects or external radiation fields.
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The left panel of Fig. 6 illustrates the dependence of the effective temperature
given by Eq. 6 on the electron density and the energy separation of the two
levels. For any ∆E, a sufficiently large ne can ensure the dominance of colli-
sional processes, moving the branching ratio towards zero and enforcing LTE
through detailed balance. And at moderate densities, decreasing energy sepa-
rations lead to small radiative decay rates, which also decrease the branching
ratio and encourage LTE. Both of these effects are expected. But when the
energy separation is large (∆E À Te), the effective temperature increases with
∆E, an effect mirroring the surprisingly high populations of the high-energy
SCs observed in both the DLA model and MOST.

The right panel of Fig. 6 gives the normalized level populations of the DLA
model at Te = 50 eV and ne = 1017 cm−3. Boltzmann distributions obtained
using the analytical effective temperature with ∆E = Ei are given by solid
lines and reproduce the global populations of level clusters within ions rather
well. The analytical effective temperature also does a fair job of estimating the
population distributions of levels within superconfigurations (given by dashed
lines) when ∆E is taken to be the characteristic energy separation of levels
within the SCs. We note that the present analytical formulation accounts for
only three atomic processes, all within a single ion. Addressing the population
balance between ions may require consideration of further processes.
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5 Conclusions

We have compared average charge states, charge state distributions, super-
configuration populations, and effective ion and SC temperatures from a DLA
model and the SC model MOST across a wide range of plasma conditions
for a relatively small but complete test system of neon ions. Aside from some
disagreement for ensembles comprising a small number of levels, the SC model
predictions agree quite well with the DLA model results for SC populations
and effective temperatures. Considering the inherent difficulties for the SC
approach in the selected model system, the present comparisons can reason-
ably support high hopes for the reliability of the SC approach, particularly for
more complex systems with larger SC ensembles. In addition, we have derived
a simple analytic formula for a general collisional-radiative effective tempera-
ture which heuristically describes the behavior of effective temperatures within
various level ensembles.
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