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Objectives: The distal root of the mandibular first molar occasionally has an extra root, 
which can directly affect the outcome of endodontic therapy. In this study, we examined the 
diagnostic performance of a deep learning system for classification of the root morphology of 
mandibular first molars on panoramic radiographs. Dental cone-beam CT (CBCT) was used 
as the gold standard.
Methods: CBCT images and panoramic radiographs of 760 mandibular first molars from 
400 patients who had not undergone root canal treatments were analyzed. Distal roots were 
examined on CBCT images to determine the presence of a single or extra root. Image patches 
of the roots were segmented from panoramic radiographs and applied to a deep learning 
system, and its diagnostic performance in the classification of root morphplogy was examined.
Results: Extra roots were observed in 21.4% of distal roots on CBCT images. The deep 
learning system had diagnostic accuracy of 86.9% for the determination of whether distal 
roots were single or had extra roots.
conclusions: The deep learning system showed high accuracy in the differential diagnosis of 
a single or extra root in the distal roots of mandibular first molars.
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introduction

The mandibular first molar is usually the first permanent 
tooth to erupt, and has a high risk of decay and subse-
quent pulp damage: thus, this tooth frequently requires 
endodontic treatment.1,2 The success of endodontic 
treatment depends on various factors,3 and the anatom-
ical configuration of the root and root canal make 
up one such essential factor,4,5 because a canal that is 
overlooked and goes untreated may provoke microbial 

colonization resulting in treatment failure.2,3 In Japanese 
and Chinese populations, the incidence of an extra root 
in the distal root is reported to be relatively high (more 
than 20%).2,6

Nowadays, such variations in the root and canal 
morphology can be accurately evaluated in the clinics 
using cone-beam CT (CBCT) for dental use.1–3,7,8 
Although conventional radiography is widely applied 
and still has an essential role in the diagnosis and 
treatment planning for root canal pathologies,5 CBCT 
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provides high-quality three-dimensional images,1,2,7,8 
thereby overcoming the limitations of conventional 
radiographs such as distortion and superimposition 
of bony and dental structures.1,4,5,7,9 However, a CBCT 
examination results in a relatively high radiation dose to 
the patient in comparison with that from conventional 
radiography.10 Therefore, it should not always be applied 
to patients. Panoramic radiography is one of the most 
popular radiographic examinations, and it would be 
effective for screening if  all the possible variations of the 
root and root canal configurations could be identified, 
as some may be difficult to treat.

In recent years, deep learning system which is one of 
artificial intelligence methods has been introduced for 
various clinical tasks.11 Deep learning systems can clas-
sify datasets automatically, and with the use of multi-
layer convolutional neural networks (CNN) they can 
deeply-learn the features contained within data.12 They 
have been used effectively for image-based automated 
diagnosis in various fields, including, lung cancer,11,13 
colorectal polyps,14 prostate cancer,15 hip osteoar-
thritis,12 and bone age assessment.16 When training 
image datasets are input into a deep learning system, the 
learning procedures are repeated automatically, without 
requiring manual definition of the imaging characteris-
tics of the lesions.17 In this way, deep learning methods 
are able to learn adaptive image features and simultane-
ously perform image classification.15

The purpose of the present study was to verify the 
diagnostic performance of a deep learning system 
applied to panoramic radiographs for assessing the 
number of the distal roots of mandibular first molars, 
using CBCT classification as a gold standard.

Methods and materials

Subjects
Subjects were retrospectively selected from an image 
database of patients who visited our institution between 
April 2017 and July 2018. Patients who underwent dental 
cone-beam CT (i.e. CBCT) and panoramic radiography, 
and who had not undergone root canal treatments, were 
identified. The patients had undergone CBCT examina-
tion for other purposes, such as impacted teeth, mandib-
ular deformity, and cysts in other teeth. Those cases in 
which the mandibular first molars were included within 
the scanning range were selected. Patients were consecu-
tively collected retroactively from July 2018. The patient 
cohort consisted of 200 males and 200 females, with 
an age range of 18 to 49 years (median 26.0 years). 
The images of 760 mandibular first molars from these 
patients were used in the evaluations in this study.

This study was approved by the ethics committee of 
our University (No. 496), and was performed in accor-
dance with the Declaration of Helsinki.

CBCT images were taken with an Alphard Vega 
scanner (Asahi Roentgen Ind. Co. Ltd., Kyoto, Japan) 
using D-mode (51 × 51 mm) or I-mode (102 × 102 

mm) imaging, with voxel sizes of 0.1 or 0.2 mm respec-
tively. The CBCT scans were performed with a rotation 
of 360° and exposure factors of 80 kV, 8 mA, and 17 
s. Panoramic images were obtained using a Veraview 
epocs system (J. Morita Mfg Corp., Kyoto, Japan) with 
the standard parameters, including a tube voltage of 75 
kV, tube current of 9 mA, and acquisition time of 16 s.

Assessment of the number of distal roots of mandibular 
first molars on dental CBCT images
Determination of whether distal roots were simple or 
were accompanied by extra roots was performed on 
axial, coronal, sagittal, and three-dimensional CBCT 
images, with the reconstructed images being prepared 
using the Aquarius NET software program (TeraRecon 
Inc., Tokyo, Japan). Figure  1, which shows a recon-
structed coronal image, displays the tooth in a bucco-lin-
gual direction, and indicates to the presence of an extra 
root in the distal root. Observations were performed by a 
radiologist (TH) on a 20.1 inch RadiForce G20 monitor 
(Eizo Nanao Corp., Ishikawa, Japan) with a resolution 
of 1600 × 1200 pixels.

Prior to the observation, the intraclass correlation 
for the evaluation of the number of distal roots was 
examined. One observer evaluated this for 40 teeth at 
a monthly interval. The resulting intraclass correlation 
coefficient was 1.000.

The CBCT evaluation of the distal roots of 760 
mandibular first molars revealed that 597 teeth (78.6%) 
had single roots and 163 teeth (21.4%) had extra roots.

Assessment of the number of distal roots of mandibular 
first molars on panoramic radiograms according to the 
deep learning system

Preparation of image patches: The diagnostic perfor-
mance of the deep learning system using panoramic 

Figure 1 Methods for the reconstruction of a CBCT image The 
reconstructed coronal image displays the tooth in a bucco-lingual 
direction, and indicates an extra root in the distal root. D, distal; M, 
mesial; L, Lingual; B, Buccal.
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radiographs was investigated in respect to its ability 
to determine whether a distal root was a single root or 
was accompanied by an extra root. The results of the 
number of distal roots on CBCT were used as the gold 
standard.
As a first step for the deep learning study, we prepared 
70 × 120-pixel image patches. The panoramic radio-
graphs were downloaded in Bitmap form (.BMP) from 
the image database of our hospital, and a radiolo-
gist segmented the distal roots of the right and left 
mandibular first molars using 70 × 120-pixel rectangles 
(Figure 2).

Five-fold cross-validation and data augmentation
In the next preparatory step, a five-fold cross-validation 
procedure was performed. This procedure is a method 
devised for overcoming deviations in the datasets used 
to train a deep learning model for image classifica-
tion (Figure 3).11,12,14 The datasets were randomly split 
into five partitions, with one partition being used as a 

testing dataset and the other four partitions being used 
as training dataset. Each partition was used once as 
the testing set, allowing five-fold cross-validation. This 
meant that in the single root group, 119 and 478 image 
patches per fold were used as testing and training data-
sets, respectively, while in the extra root group, 32 and 
131 image patches per fold were used as testing and 
training samples. Care was taken to ensure that the 
training and testing data did not contain samples from 
the same tooth or the same patient.

The training image patches were enhanced in 
number by a data augmentation process. This proce-
dure is frequently used for deep learning systems with 
a small number of clinical cases, and involves the data 
being synthetically increased in number by altering the 
brightness, contrast, rotation, and sharpness of the 
images.10,11,13 Ultimately, 11,472 and 11,004 training 
image patches per fold were created for the single and 
extra root groups respectively.

For each fold, 32 image patches from the single root 
group and 32 from the extra root group were used as 
testing datasets, to maintain a balanced number of 
images for each classification.

Construction of the deep learning system
The deep learning system was implemented on a 
Nvidia GeForce GTX GPU workstation with 11 GB 
of memory. The training and testing procedures were 
performed using AlexNet and GoogleNet architec-
tures implemented with the DIGITS library on the 
Caffe framework. The standard DIGITS algorithm 
was used for deep learning. When the training image 
patches were input into the deep learning systems, the 
training process was conducted for 200 epochs, with 
modifying using the validation image patches. The loss 
of the training dataset, which represents the fit between 
the prediction and ground truth label, decreased over 

Figure 2 Segmentation of the mandibular first molar on a pano-
ramic radiograph A single radiologist segmented each of the mesial 
and distal roots of the mandibular first molars using an image patch 
size of 70 × 120-pixels.

Figure 3 Five-fold cross-validation The data were randomly split into five partitions, with one partition being used as a testing set and the 
residual data being used as a training sample. A learning model was created on the basis of the training sample, and the testing data were then 
applied to each model. The diagnostic performance for each cross-validation set was obtained, and the average of the fivefold procedure was 
regarded as the estimated performance.
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time as the learning improved, and the learning process 
was repeated until a loss became sufficiently small. As a 
result, the learning model was created. Human do not 
need to enter pre-extracted information such as imaging 
features in this system.

For each fold of the cross-validation, the optimal 
parameters for the creation of the learning model were 
determined on the basis of the training sample. The 
testing data were then applied to each model, and the 
classifications as to whether the distal root was single or 
with an extra root were performed.

For example, in the evaluation of the number of distal 
roots for Fold 1, 11,472 training image patches from the 
single root group, and 11,004 patches from the extra 
root group were input into the deep learning system. 
The learning process was performed for 200 epochs and 
the learning model was created. Each of the 32 testing 
image patches in the single and extra root group were 
then entered into the model, and the diagnostic perfor-
mance for Fold 1 was calculated. Next, a similar process 
was carried out for Fold 2, using the different training 
and testing image patches. This process was repeated for 
five times.

Calculation of diagnostic performance
The diagnostic performance was calculated for each 
testing set. The average of the five-fold procedure was 
regarded as the performance estimate, because each 
cross-validation set may have been classified by slightly 
different optimized parameters. The accuracy, sensi-
tivity, specificity, positive predictive value, and nega-
tive predictive value of the deep learning system using 
AlexNet and GoogleNet were calculated in respect to 
the gold standard CBCT results. The area under the 
curve (AUC) was also obtained from the receiver oper-
ating characteristic (ROC) analysis.

Comparison between the deep learning system and 
radiologists: The diagnostic performance of the deep 
learning system for determination of whether the distal 
roots were single or with extra roots was then compared 
with the performance of two radiologists. Panoramic 
image patches of 163 randumly-selected teeth showing 

single roots and 163 teeth with extra roots were 
prepared. Two experienced radiologists with more than 
20 years of experience examined these panoramic image 
patches in a random order, evaluating them for the pres-
ence of a single root or extra root. The deep learning 
system requires many images for the learning process, 
whereas the radiologists’ experience in interpretation 
was achieved over many years. Therefore, the two expe-
rienced radiologists performed actual observations on 
the classification of whether the distal roots were single 
or with an excessive root, after training on several image 
patches. The accuracy, sensitivity, specificity, positive 
predictive value, negative predictive value, and AUC of 
the observers were calculated and compared with those 
of the deep learning system. The κ value for the two 
observers was 0.681.

Statistical analysis: Diagnostic performance was 
compared using the Mann-Whitney U Test. AUC values 
were compared using McNemar’s chi-square analysis. 
The level of significance was set at p < 0.05.

Results

Assessment of the number of distal roots on dental cone-
beam CT images
The CBCT evaluation of the distal roots of 760 mandib-
ular first molars revealed that 597 teeth (78.6%) had 
single roots and 163 teeth (21.4%) had extra roots.

Deep learning system assessment of the number of distal 
roots on panoramic radiograms
The diagnostic performance measures of the deep 
learning system in the determination of whether the 
distal root was single or with an extra root are shown 
in Table  1. The system using AlexNet demonstrated 
an accuracy of 87.4%, sensitivity of 77.3%, specificity 
of 97.1%, a positive predictive value of 96.3%, and a 
negative predictive value of 81.8%. The system using 
GoogleNet demonstrated an accuracy of 85.3%, sensi-
tivity of 74.2%, specificity of 95.9%, a positive predictive 
value of 94.7%, and a negative predictive value of 80.0%. 

table 1 Comparison of diagnostic performance between the deep learning system and radiologists 
Accuracy Sensitivity Specificity Positive 

predictive value
Negative 
predictive value

AUC Time for 
training

Time for testing

AI

AlexNet 87.4 77.3 97.1 96.3 81.8 0.87 51 min 9 sec

GoogleNet 85.3 74.2 95.9 94.7 80.0 0.85 3 hr 11 sec

Radiologists 81.2 80.2 82.0 78.7 83.4 0.74 – –

p values

   AI(AlexNet) vs AI(GoogleNet) 0.3991 0.5296 0.3390 0.1412 0.4647 0.0511

   AI(AlexNet) vs Radiologists 0.0528 0.4386 0.0445a 0.0528 0.4386 <0.0001b

   AI(GoogleNet) vs Radiologists 0.2453 0.4386 0.0424a 0.0507 0.4386 0.0003b

ap<0.05 (Mann–Whitney U test).
bp<0.01 (χ2-test).
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There was no significant difference in performance 
between the CNNs. The time required for training from 
the input of the datasets to the model creation took 51 
min for AlexNet and 3 h for GoogleNet. The testing 
times were 9 and 11 sec respectively.

Comparison between the deep learning system and 
radiologists
The results of the comparison between the deep learning 
system and radiologists are also shown in Table 1. The 
radiologists’ performance demonstrated an accuracy of 
81.2%, sensitivity of 80.2%, specificity of 82.0%, a posi-
tive predictive value of 78.7%, and a negative predic-
tive value of 83.4%. The deep learning system showed 
slightly higher performance values than the radiologists, 
with significant differences in specificity (Mann-Whitney 
U test; AlexNet vs radiologists, p = 0.0445; GoogleNet 
vs radiologists, p = 0.0424).

The results of the ROC analyses are shown in 
Figure 4. The AUCs of the deep learning systems using 
AlexNet and GoogleNet were 0.87 and 0.85 respec-
tively, while that of the radiologists was 0.74. There was 
a statistically significant difference between the AUC 
values of the deep learning systems and the radiologists 
(χ2 test; AlexNet vs radiologists, p < 0.0001; GoogleNet 
vs radiologists, p = 0.0003).

Discussion

Recently, with the development of deep learning 
systems, artificial intelligence has been applied to a 
number of medical fields.11–16 Among the architectures 

used for deep learning models, convolutional neural 
networks with multiple layers are especially suitable for 
imaging diagnosis, because they are able to take advan-
tage of local connections, shared weights, pooling and 
preferred analysis.15,18 When image data are input into 
the top layer, learning of the correct classification occurs 
through the transmission of information through 
the layers, with the model performing output of the 
proposed classification in the final layer.13,16 The system 
is able to learn adaptive image features and perform 
image classification simultaneously, without requiring 
input of predefined imaging features for a specific recog-
nition task.14,15 Although deep learning systems have 
been applied to various medical fields, they have not yet 
been widely applied to dental fields. Therefore, as a trial 
application in the endodontic field, we examined the 
performance of a deep learning system for evaluating 
the number of distal roots of mandibular first molars on 
panoramic radiographs.

Knowledge of the variations in root canal 
morphology is a clinically important factor for proper 
endodontic treatment.7 Additional disto-lingual roots 
are thought to be a major anatomical variant in the 
mandibular first molars.2,7 The differences in occurrence 
of the root variations might be attributable to racial and 
ethnic differences.2,3,7 For example, European popula-
tions show a less than 5% occurrence rate for disto-lin-
gual roots,3,5,9 and other studies have reported 5.7% in an 
Indian subpopulation,4 3.1% in an Iranian population,7 
and less than 5% in the Brazilian population.5 However, 
occurrence rates of 23.6% for a Japanese population6 
and 22.1% for a Chinese population.2 These occurrence 
rates are higher than those reported from other popu-
lations.3–5,7,9 The present study showed an occurrence 
rate of 21.4%, which is consistent with other reports on 
East-Asian subjects.2,6

Vertucci observed specimen teeth using a dissecting 
microscope and created a classification system according 
to the root canal configuration.19 Vertucci found that 
the most common configurations of the root canals in 
the mesial and distal roots were types IV and I respec-
tively.19 Many studies on the three-dimensional classifi-
cation of root canal configurations on CBCT have been 
performed, and they have reported similar trends in 
frequency.1–5,7,8 The application of deep learning system 
to evaluation of this root canal morphology should be 
conducted in future research.

Some methods were adopted on practice of the deep 
learning system. The diagnostic performance of the 
deep learning system depends on the quality and bias of 
the input image data. Imbalances in the sample should 
be avoided during the training process,20 and multifold 
cross-validation was therefore used to eliminate any bias 
in the training and testing datasets.20 A very substantial 
quantity of training data is required to create a learning 
model, because the performance of a deep learning 
system depends on both the quality and quantity of the 
training dataset.12 When the data quantity available for 

Figure 4 Receiver operating characteristic curves for the deep 
learning system and the radiologists
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training is insufficient, a data augmentation strategy 
may be applied.13,20 The strategy of using multiple image 
patches from the same patient allowed us to generate a 
large number of imaging tensors upon which the algo-
rithm could be trained.21 Although we prepared more 
than 11,000 image patches for each group after data 
augmentation, the total quantity of training dataset 
available for each cross-validation may still be consid-
ered small. In particular, a larger quantity of data will 
be needed if  a study is to focus on the dental character-
istics of a specific population.12,21

The deep learning system was shown to have high 
performance in determining the number of distal roots. 
The accuracy, sensitivity, and specificity of the deep 
learning system using AlexNet were 87.4, 77.3, and 
97.1% respectively, while with GoogleNet they were 
85.3, 74.2, and 95.9% respectively. In this study, we 
compared the performance of AlexNet and GoogleNet 
in the classification task. AlexNet consists of five convo-
lution layers and three fully-connected layers, whereas 
GoogleNet has 22 layers.17,22,23 GoogleNet takes longer 
to train, but its diagnostic performance is considered 
to be high.22,23 Sugimori showed that the performance 
of both CNNs fluctuated according to the size of the 
training datasets.22 This may explain why there was no 
significant difference in the diagnostic performance of 
these two CNNs in this study. The two CNNs were able 
to achieve similar or superior diagnostic performance to 
radiologists with more than 20 years of experience.

The deep learning system may have value in diag-
nostic practice.12 Image classification by a deep 
learning system could assist inexperienced doctors 
in the interpretation of  images. However, the clinical 
use of  this system still presents some challenges.15 In 
this study, the image patches were created by manual 
segmentation, and this procedure required substan-
tial time. Once the image patches were created, it took 
only a short time for the system to learn the categori-
zation. In this study, the learning procedure took 51 
min with 200 epochs, and the testing procedure took 9 
sec using AlexNet. Therefore, the clinical application 
of  deep learning systems is still subject to many chal-
lenges, with the development of  automatic segmenta-
tion techniques being a priority.24

Another point worthy of consideration is the optimal 
size of the image patches. The patch size should be 
chosen so that it focuses on a small region without 
including too much of the surroundings; this will help 
ensure that the system generalizes the texture patterns 
of the specific tissues of interest.21 Patches that are too 
small may not provide enough anatomical informa-
tion, while patches that are too large may result in high 
training errors because of misleading information from 
the surroundings.21 In this study, the image patches were 
fixed at a size sufficient to contain the tooth roots while 
not being too large.

This study did not examine age-related morpholog-
ical variations. Gani et al investigated the age-related 
morphological changes in the mesial root canals of the 
mandibular first molars.25 However age-related fluctua-
tion in the number of distal roots has not been reported. 
Most of our subjects were young adults, and further 
surveys in children and older adults are required.

The distal root canal may present with curvature,8 
and the disto-lingual root canal shows various degree of 
curvature.2 The complex morphology of the canals may 
make cleaning and shaping procedures more difficult, 
but awareness of the morphology may prevent perfora-
tion or stripping.8 Further studies on root canal curva-
ture will therefore also be necessary.

In this study, we used CBCT findings as the gold 
standard for the classification. As the root canal 
morphology of  vital teeth cannot be evaluated micro-
scopically, it is most likely to be determined on the 
basis of  CBCT, and this can be done with high accu-
racy.5,7,8 However, it is not possible to perform CBCT 
on all patients undergoing root canal treatment. If  root 
canal morphology could be predicted on panoramic 
and periapical radiographs before treatment, it would 
be possible to identify those patients who require 
CBCT. In addition, this study verified that the deep 
learning system was equivalent or even slightly better 
than the trained radiologists in respect to identifying 
the presence of  an extra root or not in the distal root 
of  mandibular first molars.

The deep learning was performed with panoramic 
radiographs that are easy to obtain from healthy 
patients. This study is one of a series of studies aimed 
at using deep learning artificial intelligence to automate 
diagnoses on panoramic radiography. In the future, 
the deep learning system should be applied to peri-
apical radiography, which is considered indispensable 
for endodontics treatment.8 If  this was to be under-
taken, it is expected that the classification of root canal 
morphology would be improved.

conclusion

In conclusion, the number of distal roots in mandib-
ular first molars was evaluated using CBCT. Learning 
models were created by extracting image patches from 
panoramic radiographs and inputting them into deep 
learning systems. The deep learning systems showed 
high levels of performance in differentiating whether the 
distal root was single or with an extra root.
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