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Historically, some researchers have argued that people
do not experience a strong perception of simultaneity for
stimuli presented to different sensory modalities (such as
audition and vision; see, e.g., Fraisse, 1964; Guinzberg,
1928; Piéron, 1952). For example, Piéron (1952, p. 295)
claimed that whereas a “rigorous impression” of simul-
taneity can occur for stimuli presented within a sensory
modality, no clear sensation of simultaneity is perceived
for stimuli presented to different sensory modalities. A
similar point was made by Fraisse (1964, p. 109) when he
stated that “it is very difficult to assess the simultaneity
of two sensations which have nothing in common; this is
true for stimulations involving the same sense, but even
more so for heterogeneous stimulations.”

On the other hand, contemporary research provides a
number of demonstrations that appear to show that peo-
ple can judge the apparent simultaneity of events across

the senses (see Spence, Shore, & Klein, 2001, for a re-
view). In fact, a growing body of behavioral and neuro-
physiological research now highlights the crucial role
that temporal synchrony and spatial coincidence play in
modulating the effects of multisensory integration (e.g.,
Lewald, Ehrenstein, & Guski, 2001; Slutsky & Recan-
zone, 2001; see Driver & Spence, 2000, and Stein & Mere-
dith, 1993, for reviews). Research also suggests, however,
that temporal and spatial factors may play somewhat dis-
tinct roles in modulating multisensory integration effects
(for reviews, see Calvert, Brammer, & Iversen, 1998;
Munhall & Vatikiotis-Bateson, 2004; Spence & Driver,
2004; Stein & Meredith, 1993). This is clearly true for the
case of audiovisual speech perception, in which temporal
desynchronization of the auditory and visual components
has been shown to have a far more detrimental effect on
speech perceptibility (e.g., McGrath & Summerfield,
1985; Pandev, Kunov, & Abel, 1986) than does spatial
misaligment (e.g., Bertelson, Vroomen, & de Gelder,
1997; Jones & Munhall; 1997; Radeau & Bertelson,
1977).

Researchers have developed several experimental par-
adigms to assess the perception of multisensory simul-
taneity in humans, including the temporal order judg-
ment (TOJ) task and the simultaneity judgment task. In a
typical simultaneity judgment experiment, pairs of audi-
tory and visual stimuli are presented at a range of differ-
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The relative spatiotemporal correspondence between sensory events affects multisensory integra-
tion across a variety of species; integration is maximal when stimuli in different sensory modalities are
presented from approximately the same position at about the same time. In the present study, we in-
vestigated the influence of spatial and temporal factors on audio–visual simultaneity perception in hu-
mans. Participants made unspeeded simultaneous versus successive discrimination responses to pairs
of auditory and visual stimuli presented at varying stimulus onset asynchronies from either the same
or different spatial positions using either the method of constant stimuli (Experiments 1 and 2) or psy-
chophysical staircases (Experiment 3). The participants in all three experiments were more likely to
report the stimuli as being simultaneous when they originated from the same spatial position than when
they came from different positions, demonstrating that the apparent perception of multisensory si-
multaneity is dependent on the relative spatial position from which stimuli are presented.
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ent stimulus onset asynchronies (SOAs), using the method
of constant stimuli (e.g., Spence, Shore, & Klein, 2001),
and participants are required to judge whether the stimuli
were presented simultaneously or successively (e.g.,
Engel & Dougherty, 1971; Exner, 1875; Hirsh & Fraisse,
1964; Slutsky & Recanzone, 2001; Stone et al., 2001).
Psychophysical analysis of the results of such studies is
used to determine the SOA at which the participants
would have been most likely to have made a “simul-
taneous” response, known as the point of subjective si-
multaneity (PSS).1 In one recent study, Stone et al. (2001)
reported that for the PSS to be reached, a light placed
50 cm in front of participants had to be illuminated an
average of 50 msec before a sound was presented over
headphones. Stone et al. also found that there was a great
deal of between-participants variability in the PSS; for 1
participant the sound had to lead the light by 21 msec for
simultaneity to be achieved, whereas for another the light
had to lead the sound by 150 msec before the PSS was at-
tained (cf. Guinzberg, 1928). These differences in the
PSS between different participants were robust across
testing sessions, leading Stone et al. to claim that what
constitutes simultaneity for pairs of auditory and visual
stimuli may be quite different for different people. This
conclusion should come as little surprise to those famil-
iar with the early literature in experimental psychology
on the personal equation (e.g., Mollon & Perkins, 1996;
Spence, Shore, & Klein, 2001).

An extensive body of research now shows that audi-
tory and visual stimuli are far more likely to be bound
into perceptual objects/events when presented from the
same spatial location than from different locations (see,
e.g., Bertelson & de Gelder, 2004, for a review). Conse-
quently, one might expect that people would be more
likely to judge two stimuli as simultaneous if they were
presented from the same position rather than from dif-
ferent positions. However, we are aware of no previous
studies in which direct attempts have been made to as-
sess the effect of relative spatial position (i.e., same vs.
different) on temporal perception, as assessed by the si-
multaneity task. Instead, the auditory and visual stimuli
used in the majority of previous simultaneity studies
have been presented only from fixed but differing loca-
tions (see, e.g., Hirsh & Fraisse, 1964; Stone et al., 2001,
Experiment 1; Van de Par, Juola, & Kohlrausch, 1999),
auditory stimuli typically being presented over head-
phones, whereas visual stimuli were presented in front of
the participant (but see Engel & Dougherty, 1971, Slut-
sky & Recanzone, 2001, and Stone et al., 2001, Experi-
ment 2, for exceptions).2

The aim of the present study was to examine whether
the relative positions of auditory and visual stimuli mod-
ulate the perception of audio–visual simultaneity. To this
end, pairs of auditory and visual stimuli were presented
from either the same spatial location or different loca-
tions to either side of fixation, at varying SOAs, using the
method of constant stimuli. On each trial, the participants

were required to make an unspeeded “simultaneous”–
“successive” discrimination response regarding the pair
of auditory and visual stimuli (no matter whether they
were presented from the same spatial position or from
different positions). We predicted that the participants
would be more likely to respond “simultaneous” when
the auditory and visual stimulus pairs were presented
from the same position rather than from different posi-
tions. This prediction was based on the fact that there
should be a greater tendency to bind stimuli from differ-
ent sensory modalities together when they come from
the same location rather than from different locations
(see, e.g., Spence & Driver, 2004; Stein & Meredith,
1993). We predicted that this merging might blur the rel-
ative onsets of the individual sensory features, thereby
increasing the likelihood of the perception of simultane-
ity rather than the perception of a sequence of two dis-
tinct unimodal events.

EXPERIMENT 1

Method
Participants. Twenty participants (mean age 26 years) took part

in the experiment as paid volunteers. All of the participants were
right-handed by self-report. Visual acuity was normal or corrected
to normal, and all of the participants reported normal hearing. The
participants were naive as to the purpose of the experiment and var-
ied in their previous experience with psychophysical testing proce-
dures. The experiment took approximately 50 min to complete. The
experiment was conducted in accordance with the ethical standards
of the American Psychological Association.

Apparatus and Stimuli. The experiment was conducted in a
completely dark sound-attenuated room. A red light-emitting diode
(LED) was placed on the table 62 cm in front of the participant and
served as a fixation point. Similar LEDs were placed above and
below this fixation point to indicate to the participant which re-
sponse they had made. Two identical small loudspeaker cones (8 cm
in diameter) were positioned 26 cm (24º) to either side of the fixa-
tion light, at the same distance from the participant. A red LED was
placed directly in front of each of these eccentric loudspeaker
cones. The auditory stimuli consisted of the presentation of a 9-
msec burst of white noise [82 dB(A) as measured from the partici-
pant’s head position], and the visual stimuli consisted of the onset
of either peripheral LED for 9 msec. No specific attempt was made
to match the intensities of the stimuli, which were clearly suprathresh-
old. Throughout the experiment, white noise was presented continu-
ously at 75 dB(A) (as measured from the participant’s head position)
from two additional loudspeakers placed on the table in front of the
participant to mask any noises made by the participant.

The participant normally kept both thumbs on two separate keys
placed one above the other on a hand-held response pad (with one
key held slightly closer to the participant). The participant was in-
structed to press the upper key to indicate that the two stimuli ap-
peared to have been presented simultaneously, and the lower key
whenever the stimuli appeared to have been presented asynchro-
nously (or successively). The spatially compatible illumination of
one of the two LEDs placed directly above and below the fixation
light immediately after a response indicated to the participant which
response he or she had made.

Design. There were two within-participants factors: stimulus po-
sition (same vs. different) and SOA (�200, �70, �30, �20, 0, 20,
30, 70, and 200 msec; negative SOAs indicate that the auditory
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stimulus was presented first, whereas positive values indicate that
the visual stimulus was presented first). The selection of this par-
ticular range of SOAs was based on our previous research on au-
diovisual TOJs (see Spence, Baddeley, Zampini, James, & Shore,
2003). An equal number of trials was presented at each SOA, with
the exception that twice as many trials were presented at the 0-msec
SOA as at any other SOA, in an attempt to ensure a sufficient num-
ber of apparently simultaneous stimulus pairs (although, given
Stone et al.’s, 2001, findings, it should be noted that the 0-msec
SOA may not actually have corresponded to the true point of phe-
nomenal simultaneity—i.e., to the PSS). The auditory and visual
stimuli were presented from each side with equal probability during
each experimental session. The same-side and different-sides trials
were also presented with equal probability. All the participants com-
pleted two blocks of 30 practice trials, followed by eight blocks of
80 experimental trials. The SOAs were doubled in the first practice
block to facilitate the acquisition of the task by the participants.

Procedure. The fixation light was illuminated at the beginning of
each trial. The participants were instructed to maintain their fixation
on this central red LED throughout each block of trials. The first
stimulus (or both stimuli on trials on which the SOA was 0 msec) was
presented from the left and/or the right after a delay of 750 msec. The
second stimulus was presented after the SOA specified for that par-
ticular condition (on trials on which the SOA was greater than 0
msec). The task was unspeeded, and the participants were informed
that they should respond only when confident of their response (al-
though within the 3,500 msec allowed before termination of the
trial). If the participants responded prior to the onset of the first stim-
ulus or failed to make a response before the trial was terminated
(3,500 msec after the onset of the first stimulus), error feedback
was presented. This consisted of the flickering of the fixation light
for 1,000 msec. Such responses occurred on fewer than 1% of trials
overall and were not analyzed. These trials were not repeated later in
the experimental session. Otherwise, the participant’s response was
indicated by the illumination of one of the central feedback lights
for 500 msec. The fixation light was illuminated to indicate the start
of the next trial 750 msec after the end of the trial preceding it.

Results
The observed distribution of responses was fitted to a

Gaussian function for each participant, using maximum
likelihood estimation (see Myung, 2003, for a tutorial
review). We compared the observed distribution with 
a normal distribution for each participant using the
Kolmogorov–Smirnov goodness-of-fit test. All observa-
tions could reasonably have come from the specified dis-
tribution ( p � .05),3 and so all of the participants were
considered in the subsequent analyses. The parameters
obtained from each participant’s data were averaged, and
the curves described by these mean parameters are plot-
ted in Figure 1, along with the empirical data points, again
averaged across all participants. The participants were
more likely to judge the two stimuli as being simultane-
ous if they were presented from the same position rather
than from different positions across the entire range of
SOAs tested.

The data were formally analyzed by comparison of the
three defining parameters of the fitted distributions [i.e.,
the mean of the distribution, or PSS, the peak height of
the distribution, and the standard deviation (SD) of the
distribution] for the same-location data versus those ob-
tained for the different-locations data, for each partici-
pant individually. These data are presented for each par-

ticipant in Table 1. Visual stimuli had to be presented
further in advance of auditory stimuli for the PSS to be
achieved when the two stimuli were presented from dif-
ferent spatial locations, in comparison with when they
were presented from the same location (M � 32.1 and
19.4 msec for different spatial locations and same loca-
tion, respectively). A t test comparing the PSS across the
relative stimulus positions revealed that this difference
was statistically significant [t(19) � 4.2, p � .001].

The SDs of the derived functions provide an estimate
of the spread of the distribution and so are inversely re-
lated to the slope of the underlying psychometric func-
tion for each set of data. The SDs therefore provide one
measure of how difficult participants found the simul-
taneity judgment task across the range of SOAs tested.
Specifically, smaller SDs indicate steeper psychometric
functions and thus better discriminative performance.
The SD is monotonically related to the conventionally de-
fined just noticeable difference; twice the SD represents
a more conservative (84%) threshold than the traditional
75% value. Visual inspection of the data presented in
Table 1 reveals that the SD is larger for the same-position
data (M � 137) than for the different-positions data (M �
117) in 17 of the 20 participants. These values are pre-
sented in Table 1, along with the range of SOAs over
which each participant had a greater than 50% likelihood
of making a “simultaneous” response.

We formally compared the SDs of the fitted distribu-
tions between the same-position and different-positions
conditions using the same method as for the PSS data. In
this case, a t test revealed that the SDs were significantly
larger overall for the same-position data than for the
different-positions data [t(19) � 3.7, p � .001]. It is inter-
esting to note that the individual PSS values appear some-
what less variable in our experiment than in Stone et al.’s
(2001) study, whereas the SDs associated with these PSSs
appear somewhat larger in the present study (21 msec for
the same-position condition and 22 msec for the different-
positions condition, in comparison with 8 msec in Stone et
al.’s study; see their Table 1). The latter difference can
probably be attributed to the smaller number of trials and
SOAs used in our experiments than in Stone et al.’s study.
The former difference might be “real,” although we would
hesitate to make any strong claims here given that a closer
inspection of Stone et al.’s data reveals that it is only their
Participants 16 and 17 (of a total of 17) who really stand
out as having especially large SOAs.

For the fitted functions, the third defining parameter de-
scribes the peak probability of making a “simultaneous”
judgment. These data were analyzed using the same
method as for the PSS and SD data. In this case, a t test re-
vealed significantly greater peak probabilities for the
same-position data than for the different-positions data
[t(19) � 3.1, p � .005]. This aspect of the data was further
analyzed by carrying out a two-way within-participants
analysis of variance (ANOVA) on the probability of “si-
multaneous” responses (for the raw data), with the fac-
tors of relative stimulus position (same vs. different) and
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SOA (�200, �70, �30 �20, 0, 20, 30, 70, and 200 msec).
This analysis revealed that the proportion of “simultane-
ous” responses varied as a function of the SOA [F(8,12)
� 50.6, p � .001, η2 � .65], as one would expect. There
were also more “simultaneous” responses for the same-
position condition than for the different-positions condi-
tion [F(1,19) � 22.2, p � .001, η2 � .05]. Crucially, the
effect of relative stimulus position was modulated by the
SOA, leading to an interaction between these two factors
[F(8,12) � 3.6, p � .023, η2 � .01]. Pairwise compar-
isons between the same-position and different-positions
conditions for each SOA revealed that the participants
were significantly more likely to make a simultaneous re-
sponse when stimuli were presented from the same spatial
location at SOAs of �70, �30, �20, 20, and 200 msec
(all ps � .006 after Bonferroni correcting for nine tests).
Thus, the participants were more likely to make a “simul-
taneous” response when the stimuli were presented from
the same position than when they were presented from dif-
ferent positions, specifically when the stimuli were nearly
simultaneous (i.e., for SOAs around zero).

Discussion
The results of Experiment 1 demonstrate for the first

time that judgments of the simultaneity (vs. successive-
ness) of pairs of auditory and visual stimuli are modu-
lated by whether or not the stimuli are presented from
the same spatial location: The participants in our study
were more likely to report the two stimuli as being si-
multaneous when they were presented from the same

spatial location than when they were presented from dif-
ferent spatial locations. Having demonstrated the role of
spatial factors in audio–visual simultaneity perception,
we went on to investigate whether the range of SOAs
over which simultaneity perception is tested would also
modulate the apparent perception of simultaneity. In par-
ticular, we wondered whether the SD of a participant’s
performance in the simultaneous/successive task actu-
ally reflects genuine limits on his or her perception of si-
multaneity, or whether instead it might be affected by the
range of SOAs over which the perception of simultane-
ity was tested. That is, we thought it possible that deci-
sional factors, judgment strategies, and/or any response
biases adopted by participants might also modulate their
apparent sensitivity to multisensory asynchrony. Any
such finding would bring into question the appropriate
interpretation of the results of a number of previous si-
multaneity studies (e.g., Hirsh & Fraisse, 1964; ITU-T,
1990; Michotte, 1912; Rihs, 1995).

Previously, researchers have noted that one important
aspect of people’s responses on certain psychophysical
tasks is that they may exhibit a tendency to equalize the
probability with which they make each of the responses
that are available to them (see, e.g., Erlebacher & Sekuler,
1971; Parducci & Haugen, 1967; Sekuler & Erlebacher,
1971; see also Whipple, Sanford, & Colgrove, 1899,
p. 283). If the participants had adopted such a response
equalization strategy in the present study (or, for that
matter, in any previous study in which a simultaneous-
vs.-successive judgment task was used), then one might

Figure 1. Mean proportion of “simultaneous” responses plotted as a function
of the stimulus onset asynchrony (SOA) between the auditory and visual stim-
uli as a function of the relative stimulus position (same vs. different) in Exper-
iment 1. Error bars represent the standard errors of the means for the grouped
data. The average best-fitting functions are plotted for the same-position and
different-positions data (see text for details). The results highlight the increased
probability of participants’ judging the two stimuli to be simultaneous when
presented from the same spatial position rather than from different positions.
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predict that the apparent threshold for the perception of
simultaneity derived from such studies would be depen-
dent on the range of SOAs over which performance was
assessed. We address this potentially important issue in
the next experiment.

EXPERIMENT 2

In Experiment 2, the range of SOAs over which the per-
ception of simultaneity was tested was twice as broad as
that used in Experiment 1. The prediction was that partic-
ipants might appear to be less sensitive to audio–visual
asynchrony when tested over a wider range of SOAs than
when tested over a narrower range (cf. Spence et al., 2003,
p. 324, on this point). Such a result would suggest that the
threshold of simultaneity derived from simultaneity stud-
ies is dependent on the range of SOAs tested. By contrast,
if participants base their responses solely on their percep-
tual experience (as they were instructed to do), then the
SDs derived from studies of simultaneity perception
should be relatively independent of the range of SOAs
tested (and might then remain similar to those reported in
Experiment 1). Experiment 2 also allowed us to replicate
the main effect of relative spatial position first outlined in
the previous experiment, hence demonstrating the robust-
ness of the effect.

Method
Twenty participants (mean age, 25 years) took part in the exper-

iment as paid volunteers. All of the participants were right-handed

by self-report. None of them had taken part in the previous experi-
ment. The apparatus, materials, design, and procedure were identi-
cal to those used in Experiment 1, with the sole exception that all
the SOAs were doubled from those reported in the previous exper-
iment. SOAs of �400, �140, �60, �40, 0, 40, 60, 140, and
400 msec were used in this experiment.

Results and Discussion
As in the previous experiment, we used the Kolmogorov–

Smirnov goodness-of-fit test to compare the observed
distribution of responses with a normal distribution for
each participant. All of the participants were considered
in the subsequent analyses because all observations
could reasonably have come from the specified distribu-
tion ( p � .05; see note 3). The curve fit parameters for
each participant are presented in Table 2, and the curves
described by the means of these parameters are shown in
Figure 2. Sixteen of the 20 participants required the vi-
sual stimulus to be presented further in advance of the
auditory stimulus for the PSS to be achieved when the
two stimuli were presented from different spatial loca-
tions (M � 33.8 msec) in comparison to when they came
from the same spatial location (M � 24.1 msec). This
difference was statistically significant at the group level
[t(19) � 3.0, p � .007]. Seventeen of the 20 participants
also showed larger SD values for the same-position con-
dition than for the different-positions condition, a pat-
tern of results that was also statistically significant at the
group level [t(19) � 4.2, p � .001]. Finally, the peak pro-
portion of “simultaneous” responses was significantly

Figure 2. Mean proportion of “simultaneous” responses plotted as a function
of the stimulus onset asynchrony (SOA) between the auditory and visual stim-
uli as a function of the relative stimulus position (same vs. different) in Exper-
iment 2. The SOA values used in this experiment were all twice as large as those
used in Experiment 1. All other experimental details remained the same. Error
bars represent the standard errors of the means for the grouped data. The av-
erage best-fitting functions are plotted for the same-position and different-
positions data (see text for details). The results highlight the increased proba-
bility of participants’ judging the two stimuli to be simultaneous when presented
from the same spatial positions rather than from different positions.
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larger overall for the same-position data than for the
different-positions data [t(19) � 2.3, p � .035], repli-
cating the results of Experiment 1.

As in the first experiment, the data were further ana-
lyzed by means of a two-way within-participants ANOVA
on the probability of “simultaneous” responses (for the
raw data), with the factors of relative stimulus position
(same vs. different) and SOA (�400, �140, �60 �40,
0, 40, 60, 140, or 400 msec). This analysis revealed that
all effects were statistically significant [relative stimu-
lus position, F(1,19) � 20.6, p � .001, η2 � .01; SOA,
F(8,12) � 362.1, p � .001, η2 � .73; relative stimulus
position � SOA, F(8,12) � 4.3, p � .012, η2 � .01].
Subsequent Bonferroni-corrected t tests, used to com-
pare across levels of relative stimulus position at each
SOA, revealed significant differences at the SOAs of
�140, �60, �40, and 40 msec.

The pattern of results across the two experiments was
very similar. In order to assess this similarity more di-
rectly, we compared the results of the two experiments
using separate experiment � relative stimulus position
ANOVAs for each of the three curve fit parameters. In
these analyses, relative stimulus position was a within-
participants factor and experiment a between-participants
factor. Analysis of the PSS values revealed a significant ef-
fect of relative stimulus position [F(1,38) � 5.1, p � .031]
but no effect of experiment [F(1,38) � 0.3, p � .567] nor
any interaction between these factors [F(1,38) � 0.5, p �
.502]. For the SD data, there was an overall effect of rela-
tive stimulus position [F(1,38) � 4.3, p � .045] but no
statistically significant effect of experiment [F(1,38) �
3.1, p � .086] nor any statistically significant interaction
between these two factors [F(1,38) � 0.1, p � .733]. The
third ANOVA, conducted on the fitted peak proportion of
“simultaneous” responses, also provided a significant ef-
fect of relative stimulus position [F(1,38) � 5.1, p � .029].
There was also a statistically significant main effect of ex-
periment [F(1,38) � 5.9, p � .020], with Experiment 1
showing lower overall peak proportions of “simultaneous”
responses (.84) than Experiment 2 (.92). However, there
was no interaction between these two factors [F(1,38) �
1.2, p � .277]. This set of between-experiments analyses
therefore show that the effect of relative stimulus posi-
tion is robust when tested across different SOA ranges.
Moreover, the between-experiments analysis of the SD
data, showing that the derived SD is independent of the
range of SOAs (at least within the range that we tested),
supports the idea the participants’ performance was
based on perceptual rather than decisional factors.

EXPERIMENT 3

Bertelson and Aschersleben (2003) have argued re-
cently that the results observed in experiments in which
the method of constant stimuli is used might be subject
to postperceptual decision biases (see also Bertelson &
de Gelder, 2004). They suggest that perceptual processes
can be more successfully isolated through the use of psy-

chophysical staircase procedures (cf. Bertelson, 1999;
Caclin, Soto-Faraco, Kingstone, & Spence, 2002; Welch,
1999a). Therefore, in Experiment 3 we used standard
psychophysical parameter estimation by sequential test-
ing (PEST) staircases (Taylor & Creelman, 1967) in
order to investigate further whether or not the spatial
modulation of simultaneity perception reflects a genuine
perceptual interaction while once again attempting to
rule out any decisional factors. The auditory and visual
stimuli were now presented from the same position and
from different positions in separate blocks of experi-
mental trials (rather than interleaved on a trial-by-trial
basis as in Experiments 1 and 2). Half of the participants
were presented with the same-position blocks before the
different-positions blocks, and the order was reversed for
the remainder of the participants.

It could be argued that the participants in Experi-
ments 1 and 2 might have judged the pairs of stimuli as
being simultaneous more often when they were pre-
sented from the same spatial position because they may
have picked up the fact that this was an important exper-
imental variable from the very fact that the relative posi-
tion of the stimuli (i.e., same vs. different) changed on a
trial-by-trial basis. In our final experiment, we attempted
to rule out any such potential influence on performance
by blocking the order of presentation of same-position
and different-positions trials. However, we thought that
alternating the order of presentation of same-position
and different-positions blocks of trials in this way might
also affect the threshold of simultaneity. In particular, we
thought it possible that when the first pairs of stimuli were
presented from the same position, participants might be
led to make an assumption of unity regarding the source
of the audio–visual signals, which might result in a change
of threshold for the subsequently presented different-
positions trials (Welch, 1999a). By contrast, it seemed un-
likely that perceptual thresholds would be affected by pre-
sentation of the stimuli from different positions first, be-
cause such presentation should not lead to any particular
expectations regarding the unity of the auditory and visual
stimuli.

Method
Participants. Twenty participants (mean age, 28 years) took part

in Experiment 3. (Two additional participants were excluded from the
study because their threshold values were greater than 400 msec, in-
dicating their inability to perform the task.) All of the participants re-
ported normal hearing and normal or corrected-to-normal vision.
None had taken part in either of the two previous experiments. The
apparatus and materials were identical to those used in the previous
experiment. Once again, the participants had to judge the simultane-
ity of pairs of audio–visual stimuli, but now the stimulus presentation
schedule was determined using the PEST staircase procedure (in-
stead of the method of constant stimuli, as in Experiments 1 and 2).

Design. There were four within-participants factors: relative
stimulus position (same vs. different), starting SOA for the stair-
case (0 vs. 500 msec), stimulus order (vision first vs. vision second;
for staircases starting at the 0-msec SOA, stimulus order was de-
termined by whether the visual event was presented first or second
at the second step in the staircase), and side of the visual stimulus
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(left vs. right). The same-position and different-positions condi-
tions were presented in separate blocks of experimental trials. Three
blocks of same-position trials were alternated with three blocks of
different- positions trials, with the order of presentation counter-
balanced across participants. At the beginning of the experiment,
the participants were presented with a block of practice trials to ac-
quaint them with the task (the relative stimulus position in the prac-
tice block was the same as that in the first block of experimental tri-
als).

Procedure. The procedure was similar to that used in Experi-
ments 1 and 2 with the following exceptions: In each block, the se-
quence of trials was controlled by eight randomly interleaved stair-
cases. In all of the experimental blocks, half of the staircases began
with an SOA of 500 msec and half with an SOA of 0 msec between
the two stimuli. Each staircase was adjusted independently as a
function of the participant’s previous responses in that staircase,
with the SOA shifted toward the point at which simultaneity and
successive responses were equally frequent (50% threshold). The
SOA was adjusted with a variable step size according to the PEST
algorithm (Taylor & Creelman, 1967), with the initial step size set
at 100 msec. A staircase was terminated when the step size fell
below 10 msec in that staircase. The other staircases kept running
until their terminations. In half of the experimental blocks, the stim-
uli were presented from the same position, and in the other half the
stimuli were presented from different positions.

Results and Discussion
The averaged thresholds from each staircase (see

Table 3) were submitted to a mixed between-participants/
within-participants ANOVA with the factors of block
order (same-position blocks first vs. same-position blocks
second), stimulus order (vision first vs. vision second),
relative stimulus position (same vs. different), first SOA
of the staircase (0 vs. 500 msec), and side of the visual
stimulus (left vs. right). For all of the analyses reported
here, post hoc comparisons were made using Bonferroni-
corrected t tests (where p � .05 prior to correction). The
analysis revealed a significant main effect of relative
stimulus position [F(1,17) � 8.05, p � .011], showing
that the threshold for simultaneity was further from the 0-
msec SOA when the auditory and visual stimuli were pre-
sented from the same position (M � 161 msec) than when
they were presented from different positions (M � 127
msec). None of the other factors in the analysis was sig-

nificant. In particular, it is worth noting that the inter-
action between block order and relative stimulus position
was not significant [F(1,17) � 2.50, p � .132], showing
that the difference in performance between the same-
position and different-positions conditions was consistent
between the two groups of participants (for the group to
which the same-position blocks were presented first, M �
132 msec for the same position and 110 msec for the dif-
ferent positions; for the group to which the same-position
blocks were presented second, M � 190 msec for the
same position and 141 msec for the different positions).
We also investigated the possibility of any laterality effects
in our data (i.e., any possible differences in performance
between trials in which the sound was presented on the left
and the light on the right or vice versa). We compared the
conditions in which visual stimuli were presented on the
left and auditory stimuli on the right with the conditions in
which visual stimuli were presented on the right and audi-
tory stimuli on the left. A t-test pairwise comparison re-
vealed no significant difference between these two condi- 
tions [t(19) � .245, p � .809], suggesting that perfor-
mance was not affected by the side from which each stim-
ulus modality was presented on the different-sides trials.

The results of Experiment 3 therefore confirm the fact
that participants’ judgment of simultaneity for pairs of
audio–visual stimuli is influenced by the relative posi-
tions from which the stimuli are presented. In particular,
when the stimuli were presented from the same spatial
location, the threshold of simultaneity was greater than
when they were presented from different positions. In other
words, subjective simultaneity was perceived across a
wider range of SOAs when the stimuli were presented from
the same location than when they were presented from dif-
ferent positions. Another finding to emerge from the analy-
sis of Experiment 3 was that the order of presentation of
the blocks of same-position and different-positions trials
had no significant effect on the thresholds of simultane-
ity reported. In particular, when the different-positions
blocks were presented after the same-position blocks, the
threshold of simultaneity was no different from when the
different-positions blocks were presented first. This

Table 3
Means (Ms) and Standard Errors (SEs) of Participants’ Simultaneity Thresholds for Each of the 16 Staircases in Experiment 3

Same Position Different Position

Sound First Vision First Sound First Vision First

Sound Left Sound Right Sound Left Sound Right Sound Left Sound Right Sound Left Sound Right
Vision Left Vision Right Vision Left Vision Right Vision Right Vision Left Vision Right Vision Left

Starting SOA for Staircase M SE M SE M SE M SE M SE M SE M SE M SE

Participants Who Performed the Same Position Staircases First

0 msec 108 47 1,154 43 205 38 176 29 87 27 117 47 168 28 162 36
500 msec 86 40 94 26 113 26 81 25 73 22 77 29 95 25 119 29

Participants Who Performed the Different Positions Staircases First

0 msec 236 26 233 45 187 40 212 31 149 28 150 49 183 29 144 39
500 msec 105 42 192 27 179 27 208 27 119 23 123 31 150 26 114 31

Note—Sound First and Vision First indicate that the auditory event and the visual event, respectively, served as the first stimulus of the staircase.
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makes it less plausible that the participants’ performance
was dependent on the context in which the auditory and
visual stimuli were presented (i.e., that their perception of
simultaneity was affected by the order of presentation of
the same-position and different-positions blocks of trials).

GENERAL DISCUSSION

The most important result to emerge from the analy-
sis of Experiments 1 and 2 was the finding that people’s
judgments of whether or not two stimuli are simultane-
ous depends on whether or not the auditory and visual
stimuli are presented from the same position. Judgments
of simultaneity were more likely if the stimuli were pre-
sented from the same position rather than from different
positions. Furthermore, analysis of the results of Exper-
iment 3 revealed that the temporal window of subjective
simultaneity was larger when the stimuli were presented
from the same position than when they were presented
from different positions. These findings have important
implications for the interpretation of many previous
studies of temporal perception (e.g., Hirsh & Fraisse,
1964; ITU-T, 1990; Michotte, 1912; Rihs, 1995; Van der
Par et al., 1999) in which people’s sensitivity to multi-
sensory asynchrony may have been systematically over-
estimated by presentation of auditory and visual stimuli
exclusively from different spatial locations (but see also
Zampini, Shore, & Spence, 2003b). Previous studies have
presumably failed to detect this spatiotemporal inter-
action in multisensory event perception because they fo-
cused on the effect of either just spatial or just temporal
displacement on spatial ventriloquism effects, or on the
effect of temporal asynchrony on simultaneity thresholds
(see, e.g., Engel & Dougherty, 1971; Jack & Thurlow,
1973; Lewald et al., 2001; Radeau & Bertelson, 1987;
Slutsky & Recanzone, 2001; see also Stone et al., 2001),
but never on the effect of spatial displacement on tempo-
ral perception, as did the present study.

One reason for which the participants in our study
were less inclined to respond “simultaneous” on trials in
which the auditory and visual stimuli were presented
from different positions than on those in which said stim-
uli were presented from the same position may be that
they were using apparent motion cues to help them de-
cide whether or not the stimuli were simultaneous (i.e.,
they may have been using any perception of apparent
motion as a cue that the stimuli in different-positions tri-
als must have been presented successively). Given that
apparent motion cues could be expected to enhance per-
formance only when the auditory and visual stimuli were
presented from different spatial locations, a reliance on
this cue would have resulted in a greater proportion of si-
multaneous responses in the same-location condition.
However, researchers have argued that apparent motion
does not occur when stimuli are presented to different
sensory modalities (see, e.g., Allen & Kolers, 1981; Hirsh
& Sherrick, 1961), despite clear evidence of the existence
of apparent motion within both the auditory and visual
modalities (see, e.g., Strybel, Manligas, Chan, & Perrott,

1990). It therefore seems unlikely that apparent motion
cues can account for the increased probability of suc-
cessive responses when the stimuli came from different
spatial locations in the experiments reported here.

A more likely account of these results is that temporal
resolution may be lost when separate sensory attributes
of a particular object or event are bound together into a
multisensory perceptual entity (see Spence et al., 2003).
There is now mounting evidence of the existence of a
cross-modal temporal ventriloquism effect (see, e.g.,
Morein-Zamir, Soto-Faraco, & Kingstone, 2003; Scheier,
Nijhawan, & Shimojo, 1999; Spence & Squire, 2003)
similar to the more widely studied spatial ventriloquism
effect (see, e.g., Bertelson & de Gelder, 2004, for a recent
review). That is, stimuli from different sensory modalities
presented at only small temporal asynchronies appear to
be pulled together across time, resulting in the emergence
of a unitary multisensory percept with a unique temporal
onset. A similar pattern of results has also been demon-
strated for the enhancement of the perception of audiovi-
sual speech as a function of temporal asynchrony (see, e.g.,
Campbell & Dodd, 1980; Girin, Schwartz, & Feng, 2001;
Massaro, Cohen, & Smeele, 1996; Navarra et al., 2005).
Since multisensory integration and temporal ventrilo-
quism are both more likely to occur when stimuli are pre-
sented from the same location than from different loca-
tions, this mechanism could account for the results
observed here. Support for the “multisensory-integration-
through-temporal-ventriloquism” account comes from
the fact that the standard deviations (SDs) of the fitted
functions were significantly larger for the same-position
than for the different- positions condition. Therefore, it
could be hypothesized that the participants exhibited
poorer discriminative performance (larger SDs) in the
same-position condition than in the different-positions
condition because in the former condition the perception
of simultaneity was stronger than in the latter, as the ten-
dency to respond “simultaneous” more frequently might
reveal (see the peak height of the distribution analysis).

The multisensory binding account (which is perceptual
in nature) can be contrasted with a more decisional ac-
count of apparent intersensory interactions, which has
been put forward to explain the spatial ventriloquism ef-
fect. According to Bertelson and Aschersleben (1998; see
also Choe, Welch, Gilford, & Juola, 1975; Vroomen,
1999; Welch, 1999b; Welch & Warren, 1980), the spatial
ventriloquism effects reported in many previous studies
may have been caused, at least in part, by participants’
voluntarily assuming that the auditory and visual stimuli
ought to go together and then basing their responses on
this assumption of unity. The extent to which people as-
sume that a particular combination of auditory and visual
stimuli should go together may then determine how they
will respond in any particular experimental situation. Ber-
telson and Aschersleben (1998) argued that participants
in previous spatial ventriloquism studies might have re-
sponded that auditory and visual stimuli came from the
same location not because this is necessarily what they
perceived, but instead because it is what they assumed
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should have been the case from the context of the exper-
iment in which they found themselves participating.

This argument could be extended to the simultaneity
task studied here if one accepts that people are more
likely to make an assumption of unity, and so to judge
pairs of stimuli as being simultaneous, when they come
from the same spatial location rather than from different
spatial locations (see Engel & Dougherty, 1971; Fraisse,
1964; Miller, 1972; Piéron, 1952). In particular, discrete
auditory and visual signals are more likely to be per-
ceived as referring to a single multisensory event rather
than to two separate events when they are presented in
spatiotemporal proximity, thus inducing a sensation of
cross-modal “phenomenal causality” (Guski & Troje,
2003). It could be argued that the participants in Experi-
ments 1 and 2 may have found it more natural to respond
“simultaneous” when the stimuli were presented from the
same location than when they were presented from dif-
ferent locations. Any such assumption of unity for spa-
tially colocalized audio–visual stimulus pairs may actu-
ally have been enhanced by the fact that the relative
stimulus position factor (i.e., same position vs. different
positions) varied randomly on a trial-by-trial basis in our
first two experiments. Furthermore, certain researchers
(e.g., Bertelson & Aschersleben, 2003; Bertelson & de
Gelder, 2004) have also argued that the method of constant
stimuli, as used in our first two experiments, may be more
susceptible to any such potential postperceptual decision
biases than psychophysical staircase procedures are.

We therefore conducted a final experiment (Experi-
ment 3) using psychophysical PEST staircases (see Tay-
lor & Creelman, 1967) instead of the method of constant
stimuli. Furthermore, we blocked the presentation of the
same-position and the different-positions trials in an at-
tempt to make this aspect of our experimental design less
salient to our participants. The presumption was that those
participants who started the experiment with the same-
position trials may have been more likely to develop an as-
sumption regarding the unity of the audio–visual stimulus
pairs, whereas those who started with the different-
positions trials should have been less likely to do so (given
that the stimuli were never colocalized in space for these
participants in the first half of their experimental sessions).
It is of crucial importance that we obtained exactly the
same pattern of results in Experiment 3 as in our two ear-
lier experiments. Furthermore, there was absolutely no ef-
fect of whether the stimuli were initially presented from
the same position or from different positions. These results
therefore confirm that participants’ judgments of the si-
multaneity of audio–visual stimulus pairs are genuinely in-
fluenced by the relative position from which stimuli are
presented (i.e., even when potential decisional accounts of
our findings had been ruled out).

The comparison of the results of Experiments 1 and 2
was designed to clarify whether or not the SDs for si-
multaneity perception that were derived from the partic-
ipants’ performance were affected by decisional factors.
If the participants were to adopt a response equalization
strategy in our study (as has been suggested by some pre-

vious research; see Erlebacher & Sekuler, 1971; Par-
ducci & Haugen, 1967; Sekuler & Erlebacher, 1971),
then their performance (and hence the SDs calculated
from their responses) should have been dependent on the
range of SOAs tested. However, the results derived from
the between-experiments comparison of the SDs support
the perceptual account, since the threshold for the per-
ception of simultaneity wasn’t influenced by the range
of SOAs over which performance was assessed (i.e., the
analysis of SD values derived from Experiments 1 and 2
revealed that neither the main effect of experiment nor
the interaction between experiment and relative stimulus
position was significant).

It will be interesting in future experiments to investi-
gate the role of spatial factors on temporal perception in
more ecologically relevant situations (e.g., in the case of
audiovisual speech perception). Our expectation is that
the window for multisensory integration should be larger
for more ecologically valid stimulus combinations, and
there might possibly be less of a role for spatial factors
given the increased spatial and temporal ventriloquism
effects that are seen when ecologically valid multisen-
sory stimuli are used (see, e.g., Dixon & Spitz, 1980;
Navarra et al., 2005; Spence & Squire, 2003). It should be
noted, though, that no study of the influence of increasing
the ecological validity of the stimuli on multisensory in-
tegration, in which the possibility of response biases has
been completely eliminated, has yet been conducted (see
Bertelson & Aschersleben, 1998; Caclin et al., 2002).

Spatial Modulation of the PSS
Presentation of visual and auditory stimuli from the

same spatial position results in a larger temporal window
for simultaneity perception. As has been shown previ-
ously (see, e.g., Jaśkowski, Jaroszyk, & Hojan-Jesierska,
1990; Slutsky & Recanzone, 2001; Van de Par et al.,
1999), visual stimuli had to be presented before auditory
stimuli in order for the two to be perceived as simulta-
neous. Importantly, however, we found in the present
study that the visual stimulus had to lead the auditory
stimulus by a smaller time interval when the two stimuli
were presented from the same spatial location than when
they were presented from different locations. As we have
already pointed out, this result may reflect the fact that
the auditory and visual stimuli were more likely to be
ventriloquized toward each other in time (hence reduc-
ing the effective PSS) when presented from the same
spatial location than when presented from different spa-
tial locations. This result is also consistent, however,
with an attention-shifting account of temporal percep-
tion, for it has been argued by some researchers that peo-
ple must shift their attention from the first stimulus to
the second in order to judge whether or not two events
are simultaneous (Allan, 1975; Kristofferson, 1967; but
see Shore, Spry, & Spence, 2002). It will presumably
take more time for attention to shift to the second stim-
ulus if it is presented from a different spatial location
than the first, since that will require not only a shift of at-
tention from one modality to another (see, e.g., Spence,
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Nicholls, & Driver, 2001) but also a shift of spatial atten-
tion from one location to another (see, e.g., Rhodes, 1987;
Shulman, Remington, & McLean, 1979; Spence, 2001).
Given that it presumably takes longer to shift attention
from one modality to another and from one location to an-
other than simply to shift attention between sensory
modalities at the same spatial location, this might also ex-
plain why vision needs more lead time when the visual
stimulus is presented from a position different from that
of the sound stimulus. Whatever the underlying cause of
this effect may be, the point remains that the PSS for pairs
of auditory and visual stimuli is critically dependent on
the relative spatial positioning of the stimuli, thus adding
to the list of factors that have been shown to modulate the
PSS (see, e.g., Jaśkowski, 1999).

Implications for Studies on the
Neural Substrates of Multisensory
Simultaneity Detection

Cognitive neuroscientists have recently started to in-
vestigate the neural correlates of the conscious percep-
tion of multisensory simultaneity using techniques such
as positron emission tomography (Bushara, Grafman, &
Hallett, 2001; see also Rao, Mayer, & Harrington, 2001)
and event-related functional magnetic resonance imaging
(Raizada & Poldrack, 2001). Using simultaneity tasks
similar to the one described here, Bushara et al. have
demonstrated that the detection of multisensory asyn-
chrony (as opposed to synchrony) results in the activa-
tion of a large-scale dynamic network of cortical and
subcortical areas, including the insula, the posterior pari-
etal and prefrontal cortex, and cerebellar areas. The au-
ditory and visual stimuli in these neuroimaging studies
were, however, presented from different spatial posi-
tions: The auditory stimuli were presented over head-
phones, whereas the visual stimuli were presented in
front of the participants. This spatial discrepancy may be
particularly important when it comes to assigning a func-
tional role to these networks of neural activation (see
Macaluso, George, Dolan, Spence, & Driver, 2004, on
this point). As we have stated already, the spatiotempo-
ral conditions that give rise to the perception of simul-
taneity for pairs of auditory and visual stimuli in these
studies are very similar to those that give rise to spatial
ventriloquism effects (see Bertelson & de Gelder, 2004,
for a review). It is unclear, therefore, to what extent the
networks of activation reported in these neuroimaging
studies are related specif ically to multisensory syn-
chrony detection per se rather than to the neural pro-
cesses associated with spatial ventriloquism (see, e.g.,
Bertelson, 1998; Slutsky & Recanzone, 2001). Given the
unknown contributions of spatial and temporal factors in
these neuroimaging studies, the present findings high-
light how important it is that future neuroimaging (and
behavioral) studies recognize the consequences of the
spatial confounds identified in this research in order to
investigate the neural loci of specifically temporal mul-
tisensory binding (see Macaluso et al., 2004).
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NOTES

1. The definition of the PSS used in the present study and in other si-
multaneity judgment studies (see, e.g., Stone et al., 2001) is different
from that derived from TOJ studies. In audiovisual TOJ studies, the PSS
typically represents the average interval by which one stimulus must
lead the other in order for participants to make the “sound first” and
“light first” responses with equal probability (see, e.g., Spence, Badde-
ley, Zampini, James, & Shore, 2003; Sugita & Suzuki, 2003; Zampini,
Shore, & Spence, 2003a, 2003b). It has typically been assumed that the
PSS derived from TOJ tasks (which really reflects the point of maximal

uncertainty on the part of the participant regarding the temporal order-
ing of the stimuli) will provide an accurate measure of when the partic-
ipant will be most likely to perceive the two stimuli as being simulta-
neous. However, this assumption has not, to our knowledge, been tested
empirically. It will therefore be an interesting question for future re-
search to determine whether the PSS derived from TOJ studies really
does correspond to the PSS derived if participants are instead required
to make a simultaneous/successive judgments (but see Van der Par,
Kohlrausch, & Juola, 2004, on this issue).

2. In our own previous research on the role of relative spatial position
(i.e., same vs. different) on TOJ performance, we have found results
similar to those reported here for simultaneity judgments (Spence et al.,
2003; Zampini et al., 2003a). In particular, better discriminative per-
formance and larger PSSs were reported when stimuli are presented
from different positions rather than from the same position (but see
Zampini et al., 2003b). However, as has already been mentioned (see
note 1), it is unclear whether the PSS calculated for a TOJ task provides
a measure of subjective perceived simultaneity or just a measure of the
point at which participants are most uncertain.

3. The Kolmogorov–Smirnov statistic, D, measures the largest dif-
ference between the empirical data and the test distribution. Therefore,
nonsignificant values of D indicate that the empirical data may have
been plausibly sampled from the test distribution.

(Manuscript received June 5, 2003;
revision accepted for publication July 30, 2004.)


