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Abstract 

Diabetes mellitus is a serious health problem affecting the entire population all over the world for many decades. It 

is a group of metabolic disorder characterized by chronic disease which occurs due to high blood sugar, unhealthy 

foods, lack of physical activity and also hereditary. The sorts of diabetes mellitus are type1, type2 and gestational dia-

betes. The type1 appears during childhood and type2 diabetes develop at any age, mostly affects older than 40. The 

gestational diabetes occurs for pregnant women. According to the statistical report of WHO 79% of deaths occurred 

in people under the age of 60, due to diabetes. With a specific end goal to deal with the vast volume, speed, assort-

ment, veracity and estimation of information a scalable environment is needed. Cloud computing is an interesting 

computing model suitable for accommodating huge volume of dynamic data. To overcome the data handling prob-

lems this work focused on Hadoop framework along with clustering technique. This work also predicts the occurrence 

of diabetes under various circumstances which is more useful for the human. This paper also compares the efficiency 

of two different clustering techniques suitable for the environment. The predicted result is used to diagnose which 

age group and gender are mostly affected by diabetes. Further some of the attributes such as hyper tension and work 

nature are also taken into consideration for analysis.
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Introduction
Cloud computing depends on the web. Where in the past 

individuals have downloaded applications or projects of 

programming on a physical PC or server in their build-

ing, distributed computing enables individuals to get to 

similar kinds of utilizations over the Internet. Utilizing 

a system of remote servers facilitated on the Internet to 

store, oversee and process information as opposed to a 

neighborhood server or a PC. Nowadays it’s a challeng-

ing task to process the large dataset which requires some 

effective techniques like data mining.

Data mining is about processing data and finds useful 

patterns to decide upon future trends from huge amount 

of data. We can mine information from different cal-

culations and systems like characterization, grouping, 

Neural system, Regression, Association Rules, Artificial 

Intelligence, Decision Trees, Nearest Neighbour method, 

Genetic Algorithm, etc. [1]. Recently data mining tech-

niques are employed practically in every field like 

marketing, Financial data analysis, E-business, Telecom-

munication Industry, Intrusion Detection, Retails, Medi-

cal Data Analysis, etc. [2].

Medical Data Analysis is new emerging research area 

where we can apply certain procedures to remove the 

data from the immense informational collection with 

the goal that a successful medicinal information exami-

nation should be possible. This paper focused on analys-

ing diabetes data, because it is serious health problem 

that affects human being in worldwide. Certain review 

portrays that, there are 246 million diabetic individu-

als around the world, and this number is relied upon to 

ascend to 380 million by 2025 [3].

Diabetes is a metabolic issue described by unending 

ailment that happens either when the pancreas does not 

create enough insulin or when the body can’t adequately 

utilize the insulin it produces. Insulin is a peptide hor-

mone that controls glucose. Hyperglycaemia, or high 
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glucose, prompts genuine harm to a considerable lot of 

the body’s frameworks, particularly the nerves and veins. 

Learning and mindfulness about diabetes in India, espe-

cially in country zones, is poor. This underscores the 

requirement for leading vast scale diabetes mindfulness 

and training programs.

The expectation of diabetes from huge informational 

collection is one of the developing zones where informa-

tion mining strategies are demonstrating victories in the 

on-going years. This paper focuses on issues in process-

ing large dataset and also compares the hierarchical and 

K-means clustering technique to analyse diabetes data 

samples in “Clustering algorithm”. To process the large 

diabetic dataset the proposed system suggests cloud 

architecture with K-means MapReduce is discussed in 

“Architecture overview”. “Experimental results” depicts 

the results of the study. Where in “Conclusion” concludes 

the research.

Clustering algorithm
Hierarchical clustering algorithm

Hierarchical cluster analysis [4, 5] or HCA is to construct 

hierarchy of clusters using given data object. The hier-

archical methods are categorized based on the develop-

ment of classified decay.

There are two methodologies here:

  • Agglomerative method

  • Divisive method

Agglomerative method

This is a “bottom-up” approach [6, 7], it begins with 

one object and merges two or more clusters recursively. 

Every entity firstly signifies a cluster of that one individ-

ual. At that point the clusters are progressively converged 

until the point that the cluster structure is gotten [8]. The 

agglomerative clustering is too slow for large data set.

Divisive method

This is a “best down” approach [9], starts with all items 

in a similar cluster, and split up into littler cluster recur-

sively. The objects in single cluster are divided into sub 

clusters and those clusters are additionally separated into 

their own sub clusters. This procedure proceeds until the 

point that the cluster arrangement is acquired.

The linkage metrics describes minimum, maximum 

and average distances between the clusters are also 

known as single-link, complete-link, and average line 

metrics, respectively. In hierarchy algorithms, based 

on linkage metrics we have quadratic time complex-

ity (i.e.,) it requires O
(

n
2
)

 where n is the number of data 

points and it is not handling non-spherical clusters well. 

Another drawback with linkage metrics is merging or 

splitting of clusters is irreversible which results in sub-

optimal solutions.

There are two ways to deal with enhance the nature of 

classified clustering

(1) Perform investigation of object linkages painstakingly 

at each various classified partitioning

(2) Integrate both various classified agglomerative 

(group object into micro-cluster) and divisive 

(macro-cluster to micro-cluster) algorithm.

BIRCH algorithm

BIRCH (Balanced Iterative Reducing and Clustering 

using Hierarchies) is scalable for very large data set. There 

are four stages comprises of (1) Loading, (2) Optional 

Condensing, (3) Global Clustering, and (4) Optional 

Refining. In stage 1 the database is checked and manufac-

tures an in-memory CF-tree (Clustering highlight tree) 

in view of memory and circle accessible. In stage 2, quick 

in light of the fact that no I/O activities are required and 

the first information is decreased. In stage 3, it is precise 

in light of the fact that anomalies are dispensed with and 

remaining information utilizes the accessible memory. In 

stage 4, fewer requests touchy in light of the fact that it 

contains the better information area contrasted and the 

subjective unique information is given in Fig. 1.

Phase 1: Load in to memory by building a CF tree 

Phase 2(Optional): Condense into desirable range by building a smaller 
CF tree

Phase 3: Global Clustering 

Phase 4: (Optional and Off Line): Cluster Refining 

Initial CF tree

Data

Smaller CF tree

Good Clusters

Better Clusters

Fig. 1 Phases of BIRCH algorithm



Page 3 of 7Shakeel et al. Health Inf Sci Syst (2018) 6:16

Pseudo code

Input: Dataset, threshold T, the maximum diameter of a cluster R, and the branching factor B.

Output: Compute CF points

Step 1: Load data into memory using CF-tree.

Step 2: Initially CF tree scans and rebuild while removing outliers and combines sub-clusters into 

larger ones

Step 3: All leaf entries are clustered using existing algorithm and CF vectors are represented using 

sub-clusters.

Step 4: The centroids are produced in step 3 are used as seeds and redistribute the data points to 

achieve a novel set of clusters.

A partitioning algorithm starts by selecting k proto-

types or representative data points for each cluster (lines 

1, 2). The selection of prototypes is changed at each itera-

tion that improves the overall clustering quality (line 8). 

Once the prototypes are selected, each data point is put 

in the cluster whose prototype it resembles the most 

(lines 4–6). In line 5, the function d represents the dis-

tance function used. These iterations continue until the 

clustering quality does not improve any further (lines 7, 

9).

K-means algorithm

K-means is an unsupervised learning algorithm [12] 

which resolves well recognised clustering algorithm. 

This calculation objective is to limit a goal work, utilizing 

squared error work. The target work is

As shown in Eq.  1. where, 
∥

∥

∥
x
(j)
i − cj

∥

∥

2
 is the distance 

measure among data point x
j
i and cluster center cj.

Pseudo code

The algorithm is composed of the following steps:

Input: k is the number of clusters, S is a instance set.

Output: Clusters.

1. First, cluster center K initialization

2. While termination condition is not satisfied do

3. Assign instances to the closest cluster center.

4. Update cluster centers based on the assignment.

5. end while

(1)J =

k
∑

j=1

n
∑

i=1

∥

∥

∥
x
(j)
i − cj

∥

∥

2

BIRCH algorithm gives better accuracy results for find-

ing outlier detection for large data sets [10].

Partition based clustering algorithm

Parceling grouping calculation [11] uses relocation sys-

tem iteratively by moving them beginning with one 

bunch then onto the following, start from an underly-

ing apportioning. Such strategies require that number of 

groups will be predestined by the customer. They are use-

ful in numerous applications where each cluster speak to 

cluster center (model), and different occurrences in the 

cluster are like this model.

Assume a dataset of ‘n’ objects and ‘k’ partition of data 

or number of cluster. Every partition will characterise a 

cluster k ≤ n. It implies that it characterize the informa-

tion into k gatherings, which fulfill the accompanying 

requirements: (i) Every set comprises minimum one 

entity. (ii) Every entity must fit into precisely one set [7].

Overall strategy of partitioning algorithm

To handle huge datasets, the below basic strategy is 

applied on small sample of the dataset and the result is 

used for clustering the entire dataset.

Partitioning cluster (Data D, int k)

1. Select k prototypes t1,t2,t3,..tk from D

2. For i=1,..k initialize cluster Ci={ti}

3. Repeat:

4. For each point p in D:

5. Let tj be the prototype that minimizes d(t,p)

6. Put p in cluster Cj

7. Quality = clustering quality (c1,c2..ck)

8. Recompute prototypes

9. Until quality does not change.
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The most critical issues for k-implies grouping are 

that the bunching result relies upon instatement of the 

bunch focuses and their number. K-implies calculations 

are legitimate just for numerical information. Further, 

k-implies don’t focalize to worldwide least however join 

to a neighborhood least [13].

The comparative analysis of k-means and hierarchical 

clustering as shown in Table 1 illustrates that the number 

of records or data increases, the performance of hierar-

chical clustering goes slow. But the quality of hierarchical 

algorithm is good and its runtime becomes slow for small 

datasets. Hierarchical clustering will be slow because it 

has to make several merge/split decisions. As a general 

conclusion, k-means clustering is good for large data 

when comparing to hierarchical clustering and it is more 

efficient.

Table 1 Comparative study of clustering algorithms

S. no Properties K-means Hierarchical cluster

1 Complexity Θ(n) Θ
(

n
2
)

2 Handling high dimensionality No No

3 Handling Noisy data No No

4 Type of dataset Numerical data Numerical data

5 Large dataset handling Yes No

6 Performance High Less compared to k-means

7 Repeatability May not repeatable and lack of consistency Repeatable

8 Quality Less compared to hierarchical cluster High

9 Efficiency More efficient Less efficient

10 Number of cluster Predefined Not predefined

Fig. 2 Cloud architecture
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Architecture overview
The proposed Cloud framework constitutes of three 

major phase for handling diabetes data as shown in 

Fig.  2. They are Distributed data storage using Hadoop 

(HDFS), MapReduce function and R-Data Visualisation. 

The HDFS is storage medium and it is FIFO Scheduling, 

which distributes very large data to k-means MapReduce 

function. In “Experimental results” both Hierarchical 

and K-means clustering technique are compared and it 

is found that k-means clustering algorithm is efficient to 

handle the large diabetic dataset. Hadoop-Map Reduce 

programming model was proposed in October, 2003 by 

the Google, is used in processing and generation of large 

data sets [14].

The k-means MapReduce function process the large 

diabetes dataset which include K-means Mapper func-

tion and Reducer function. In the proposed cloud frame-

work the datasets are stored in HDFS. The hadoop is 

used dynamically in virtual infrastructure provided by 

the public or private cloud providers. The k-implies 

mapper work parts the vast information into pieces that 

are sustained to the hubs with the goal that the number 

and size of every datum square of information is subject 

to the quantity of hubs in the connection. The target of 

k-implies Mapper work is to utilize a (key, esteem) match 

for calculation. The acquired aftereffect of k-implies 

mapper work prompts the arrangement of various 

arrangement of information as (key, esteem) alluded as 

transitional dataset. At that point we make a k-implies 

Reducer work that joins the esteem components of the 

(key, esteem) combined middle of the road record with 

a similar halfway key. The following algorithm outlines 

K-means function.

Algorithm: implementation of K-means function

1: procedure K-means Function

2: if Initial Iteration then LOAD cluster file from DIRECTORY

3: else READ cluster fie from previous iteration

4: Create new JOB

5: SET MAPPER to map class defined

6: SET REDUCER to reduce class define

8: path for output DIRECTORY

9: SUBMIT JOB

10: end procedure = 0

The R-Data visualisation takes the output from MapRe-

duce function and gives a statistical report based on the 

analysis of diabetes large dataset by considering the age, 

gender and family history of a person. The percentage of 

diabetic risk is calculated for each age group with gender 

and make it visible to doctors, patients and data analyst.

Experimental results
In view of the writing, it is uncovered that a large por-

tion of the diabetes influenced individuals are under 

the age gathering of 45–64 [15, 16]. As indicated by the 

report of World Health Organization (WHO) and Inter-

national Diabetes Federation (IDF) gauges that the aggre-

gate number of diabetic subjects to associate with 21 

million individuals by 2012 and 69.9 million individuals 

by 2025 [17, 18]. In the proposed strategy the informa-

tion tests were gathered for 2300 people and each subject 

incorporates age in years (min 20 and max 80), gender 

(male/female), family history (FH) of diabetes (affected/

Table 2 Set 1-data set

Age Gender FH BMI Waist HC SBP DBP FBS 2HPGL

30 Male Not affect 27 50 80 150 70 250 320

30 Female Not affect 35 60 102 166 90 70 150

20 Male Not affect 28 93 96 96 154 150 220

50 Male Affect 42 56 85 120 60 80 410

60 Male Affect 37 94 107 190 69 220 360

40 Female Not affect 32 115 94 143 62 140 50

40 Male Affect 45 106 114 202 169 60 80

20 Female Not affect 32 50 67 120 59 59 49

70 Male Affect 43 49 69 150 109 230 530

50 Female Not affect 16 65 100 201 73 67 106

80 Male Affect 34 75 97 190 59 76 240

160 Female Not affect 39 67 62 209 136 207 63

70 Female Not affect 26 53 95 175 92 103 95

80 Female Not affect 43 62 101 215 111 99 49
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not influenced), body mass index (BMI) (min 14 and 

max 47), waist boundary in centimeter (waist) (min 45 

and max 120), hip circumference (HC) (min 66 and max 

125 cm), systolic blood pressure (SBP) (min 90 and max 

220), diastolic blood pressure (DBP) (min 50 and max 

120), fasting blood sugar (FBS) (min 55 and max 320 mg/

dL), 2  h post glucose stack (2HPGL) (min 38 and max 

570 mg/dL). A few samples are shown in Table 2.

For the obtained data set, we have calculated that 

which age group are mostly affected by diabetes based 

on their family history and gender. The result shows that, 

age group under 45–64 are more diagnosed with diabe-

tes. Then, we focused on identifying the gender which 

is frequently affected by diabetes. It is identified that 

women live longer than men, because of their lower rates 

of diabetes from family history and also we predicted the 

risk of diabetes for both male and female [16]. Figure  3 

shows that who is habitually affected by diabetes due to 

poor lifestyle habits

Fig. 3 Set 1 risk factor result

Table 3 Set 2-data set

Year Generic BMI Food Hypertension Work

2000 6.5 5.5 4 3 2

2005 6.8 6.9 6 4.5 2.6

2010 7 7.2 7.5 6.3 5

2015 7.9 8.8 8.6 7.9 8.6

2020 9 9 9.3 8.3 8.8

2025 9.4 10 10.3 9.3 9.9

2030 10.5 11.5 12 12.5 11.8

Fig. 4 Set 2 risk factor result
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Risk factor of diabetic percentage was 65% in the year 

of 2010 at age of 60. Through this work we predicted that 

49% of people will be affected by 2050 in under the age of 

20 because of poor lifestyle habits.

From the recent research it is also identified that the 

ratio of diabetic affected person increases because of 

hypertension and work nature. This work focused on 

those attributes also for analysis of diabetic as depicted 

in Table 3.

From Fig.4 it is clearly depicted that the ratio of dia-

betic increases from 2010 onwards. It is not only based 

on generic or habitualization but also hypertension and 

nature of work plays a vital role in affecting the health of 

human.

Conclusion
In this work, we have compared both k-means and hier-

archical clustering algorithm based on performance, run-

time and quality. From this analysis, k-means clustering 

algorithm is good for handling large data set in cloud 

computing platform and it is more efficient when com-

paring to hierarchical clustering algorithm. We mainly 

analysed the diabetes dataset using hadoop framework by 

considering the attributes such as age, gender and family 

history. The result found that, the age group under 45–64 

are more diagnosed with diabetes. Furthermore, we also 

predicted that hypertension and work nature plays a vital 

role in affecting the entire population.
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