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Abstract. I provideanoverviewof inverseprobabilityweighted (IPW)M -estimators
for cross section and two-period panel data applications. Under an ignorability as-
sumption, I show that population parameters are identified, and provide straightfor-
ward

√
N -consistent and asymptotically normal estimation methods. I show that

estimating a binary response selection model by conditional maximum likelihood
leads to a more efficient estimator than using known probabilities, a result that uni-
fies several disparate results in the literature. But IPW estimation is not a panacea:
in some important cases of nonresponse, unweighted estimators will be consistent
under weaker ignorability assumptions.
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1 Introduction

The problems of nonrandom sample selection, self selection, and attrition are po-
tentially very important in microeconometric applications. An important kind of
nonrandom selection, often calledincidental truncation, arises when certain indi-
viduals (or units from any underlying population) do not appear in a random sample
due to individual choices or behaviors. A leading example is where the equation of
interest is a wage offer equation for the population of all adults of working age, but
the wage offer is observed only for working adults. Depending on the nature of the
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