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Abstract. In this paper, we investigate the multiple attribute decision making problems 
with picture fuzzy information. The advantage of picture fuzzy set is easily reflecting 
the ambiguous nature of subjective judgments because the picture fuzzy sets are suitable 
for capturing imprecise, uncertain, and inconsistent information in the multiple attribute 
decision making analysis. Thus, the cross entropy of picture fuzzy sets, called picture 
fuzzy cross entropy, is proposed as an extension of the cross entropy of fuzzy sets. Then, 
a multiple attribute decision making method based on the proposed picture fuzzy cross 
entropy is established in which attribute values for alternatives are picture fuzzy numbers. 
In decision making process, we utilize the picture fuzzy weighted cross entropy between 
the ideal alternative and an alternative to rank the alternatives corresponding to the cross 
entropy values and to select the most desirable one(s). Finally, a practical example for 
enterprise resource planning system selection is given to verify the developed approach 
and to demonstrate its practicality and effectiveness.

Keywords: multiple attribute decision making, fuzzy set, picture fuzzy set, picture fuzzy 
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Introduction

Entropy is very important and effective tool for measuring uncertain information. First-
ly, Zadeh (1965, 1968) introduced the fuzzy entropy. The starting point for the cross-
entropy approach is information theory as developed by Shannon (1948). Kullback and 
Leibler (1951) proposed the “cross-entropy distance” measure between two probability 
distributions. Later, Lin (1991) proposed a modified cross-entropy measure. Shang and 
Jiang (1997) proposed a fuzzy cross-entropy measure and a symmetric discrimination 
information measure between fuzzy sets. Vlachos and Sergiadis (2007) developed the 
intuitionistic fuzzy cross-entropy based on the De Luca-Termini non-probabilistic entro-
py (Deluca, Fernuni 1972). Zhang and Jiang (2008) defined the cross-entropy between 
vague sets. According to the cross-entropy of vague sets, Ye (2009a) has investigated the 
fault diagnosis problem of turbine. Ye (2009b) has applied the intuitionistic fuzzy cross-
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entropy to multicriteria fuzzy decision-making problems. Ye (2011) proposed an interval-
valued intuitionistic fuzzy cross-entropy for multiple attribute decision making problems 
on the basis of the vague cross-entropy. Xia and Xu (2012) proposed some cross-entropy 
and entropy formulas for intuitionstic fuzzy sets and applied them to group decision-
making. For interval-valued intuitionistic fuzzy sets, Zhang and Jiang (2010) proposed 
the entropy and cross-entropy concepts and discussed the connections among some 
important information measures. Xu and Xia (2012) introduced the concepts of entropy 
and cross-entropy for hesitant fuzzy information, and discuss their desirable properties. 
Recently, Cuong (2013) proposed picture fuzzy set (PFS) and investigated the some 
basic operations and properties of PFS. The picture fuzzy set is characterized by three 
functions expressing the degree of membership, the degree of neutral membership and 
the degree of non-membership. The only constraint is that the sum of the three degrees 
must not exceed 1. Basically, PFS based models can be applied to situations requiring 
human opinions involving more answers of types: yes, abstain, no, refusal, which can’t 
be accurately expressed in the traditional FS and IFS. Until now, some progress has 
been made in the research of the PFS theory. Singh (2014) investigated the correla-
tion coefficients for picture fuzzy set and apply the correlation coefficient to clustering 
analysis with picture fuzzy information. Son (2015) and Thong and Son (2015) intro-
duced several novel fuzzy clustering algorithms on the basis of picture fuzzy sets and 
applications to time series forecasting and weather forecasting. Thong (2015) developed 
a novel hybrid model between picture fuzzy clustering and intuitionistic fuzzy recom-
mender systems for medical diagnosis and application to health care support systems. 
Due to the advantage of picture fuzzy set is easily reflecting the ambiguous nature of 
subjective judgments because the picture fuzzy sets are suitable for capturing imprecise, 
uncertain, and inconsistent information in actual multiple attribute decision making 
analysis as mentioned above, it is necessary to develop some cross-entropy measures 
for picture fuzzy set. In order to do so, the remainder of this paper is set out as follows. 
In the next section, we introduce some basic concepts related to intuitionistic fuzzy set 
and picture fuzzy sets. In Section 2, we shall propose the picture fuzzy cross-entropy 
and picture fuzzy weighted cross-entropy. In Section 3, based on picture fuzzy weighted 
cross-entropy, we shall present the model for multiple attribute decision making prob-
lems with picture fuzzy information. In Section 4, we shall present a numerical example 
for enterprise resource planning (ERP) system selection with picture fuzzy information 
in order to illustrate the method proposed in this paper. The last section concludes the 
paper with some remarks.

1. Preliminaries

In the following, we introduce some basic concepts related to intuitionistic fuzzy sets. 
Definition 1 (Atanassov 1986, 1989). An IFS A in X is given by:

 ( ) ( ){ }, ,= m n ÎA AA x x x x X ,  (1)

where [ ]: 0,1m →A X  and [ ]: 0,1n →A X , where, ( ) ( )0 1≤ m + n ≤A Ax x , ∀ Îx X . The 
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number ( )mA x  and ( )nA x  represents, respectively, the membership degree and non- 
membership degree of the element x to the set A.
The intuitionistic fuzzy sets have received more and more attention since its appearance. 
Kosareva and Krylovas (2013) established the types of intuitionistic fuzzy numbers 
and the exponent values of the generalized weighted averaging operator having the 
least error probabilities considering alternatives ranking. Razavi Hajiagha et al. (2013) 
defined a complex proportional assessment method for group decision making in an 
interval-valued intuitionistic fuzzy environment. Krohling et al. (2013) also extended 
the intuitionistic fuzzy TODIM to multi-criteria decision making. Chen (2014) proposed 
the interval-valued intuitionistic fuzzy QUALIFLEX method with a likelihood-based 
comparison approach for multiple criteria decision analysis. Lourenzutti and Krohling 
(2013) developed the TODIM method in a intuitionistic fuzzy and random environment. 
Wu et al. (2013) researched on the AHP with interval-valued intuitionistic fuzzy sets 
and its application in multi-criteria decision making problems. Zavadskas et al. (2014) 
proposed the extension of weighted aggregated sum product assessment with interval-
valued intuitionistic fuzzy numbers. Wang and Liu (2014) developed some hesitant 
fuzzy geometric operators for multiple attribute group decision making. Razavi Haji-
agha et al. (2015) evolved a linear programming technique for MAGDM problems with 
interval valued intuitionistic fuzzy information. Wu (2015) proposed a SD-IITFOWA 
operator and TOPSIS based approach for MAGDM problems with intuitionistic trap-
ezoidal fuzzy numbers. Abdullah and Najib (2016) developed a new preference scale 
MCDM method based on interval-valued intuitionistic fuzzy sets and the analytic hi-
erarchy process. Although, intuitionistic fuzzy set theory (Atanassov 1986, 1989) has 
been successfully applied in different areas, but there are situations in real life which 
can’t be represented by intuitionistic fuzzy sets. Picture fuzzy sets are extension of in-
tuitionistic fuzzy sets. Picture fuzzy set (Cuong 2013) based models may be adequate in 
situations when we face human opinions involving more answers of types: yes, abstain, 
no, refusal. It can be considered as a powerful tool represent the uncertain information 
in the process of patterns recognition and cluster analysis.
Definition 2 (Cuong 2013). A picture fuzzy set (PFS) A on the universe X is an object 
of the form:

 ( ) ( ) ( ){ },, ,= m h n ÎA A AA x x x x x X ,  (2)

where ( ) [ ]0,1m ÎA x  is called the “degree of positive membership of A”, 
( ) [ ]0,1h ÎA x  is called the “degree of neutral membership of A”and ( ) [ ]0,1n ÎA x  

is called the “degree of negative membership of A”, and ( )mA x , ( )hA x , ( )nA x sat-
isfy the following condition: ( ) ( ) ( )0 1≤ m + h + n ≤A A Ax x x ,∀ Îx X . Then for Îx X , 

( ) ( ) ( ) ( )( )1π = − m + h + nA A A Ax x x x could be called the degree of refusal membership 
of x in A.
Cuong (2013) also defined some operations as follows.
Definition 3 (Cuong 2013). Given two PFEs represented by A and B on universe X, the 
inclusion, union, intersection and complement operations are defined as follows:
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(1) ⊆A B , if ( ) ( )m ≤ mA Bx x , ( ) ( )h ≤ hA Bx x and ( ) ( )n ≥ nA Bx x , ∀ Îx X ,

(2)
 

( ) ( )( ) ( ) ( )( ) ( ) ( )( )( ){ },max , ,min , ,min ,= m m h h n n ÎA B A B A BA B x x x x x x x x X ,

(3)
 

( ) ( )( ) ( ) ( )( ) ( ) ( )( )( ){ },min , ,max , ,max ,= m m h h n n ÎA B A B A BA B x x x x x x x x X ,

(4)
 

( ) ( ) ( )( ){ }, , ,= n h m ÎA A AA x x x x x X .

For convenience, we call ( )= , ,a a aa m h n  a picture fuzzy number (PFN), where:

 [ ] [ ] [ ]0,1 , 0,1 , 0,1a a am Î h Î n Î , 1a a am + h + n ≤ .

2. Cross-entropy between picture fuzzy sets

In this section, we shall develop the cross-entropy and discrimination information 
measures between two PFSs based on the extension of the concept of cross-entropy 
between two fuzzy sets.
To do this, we firstly introduce the concepts of cross-entropy and symmetric discrimina-
tion information measures between two fuzzy sets which were proposed by Shang and 
Jiang (1997).
Definition 4 (Shang, Jiang 1997). Assume that ( ) ( ) ( )( )1 2, , , nx x xa = a a a  
and ( ) ( ) ( )( )1 2, , , nx x xb = b b b  are two fuzzy sets in the universe of discourse 
( )1 2, , , nx x x  . The fuzzy cross-entropy of a from b is defined as follows:

 

( ) ( ) ( )
( ) ( )( )

( )( ) ( )
( ) ( )( )1

1
, ln 1 ln1 11

2 2
=

 
a − a 

a b = a + − a 
 a + b − a + b 
 

∑
n j j

j j
j j j j j

x x
h x x

x x x x
,   (3)

which indicates the degree of discrimination of a from b.
However, ( ),a bh is not symmetric with respect to its arguments. Shang and Jiang 
(1997) proposed a symmetric discrimination information measure:

 ( ) ( ) ( ), , ,a b = a b + b aI h h .  (4)

Moreover, there are ( ), 0a b ≥I and ( ), 0a b =I if and only if a = b.
Then, the cross-entropy and symmetric discrimination information measures between 
two fuzzy sets are extended to these measures between PFSs. In order to do so, let us con-
sider two group of picture fuzzy numbers ( )= , ,

j j ja a aa m h n  and ( )= , ,
j j jb b bb m h n

 
,

1,2, ,=j n . 
Thus based on Eq. (3), the amount of information for discrimination of am j

from bm j
 

( )1,2, ,=j n  can be given by:

 

( )
( )

( )
( )
1

, , ln 1 ln1 11
2 2

a am
a a

a b a b

m − m
a b m = m + − m

m + m − m + m

j j
j j

j j j j

C ,  (5)

( ) ( ) ( )( )1 2, , , nx x xa = a a a
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Therefore, the expected information based on the single degree of positive membership 
for discrimination of a against b is expressed by:

 

( )
( )

( )
( )1

1
, ln 1 ln1 11

2 2

a am
a a

= a b a b

 
m − m 

a b = m + − m 
 m + m − m + m 
 

∑ j j
j j

j j j j

n

j
C .  (6)

Similarly, considering the degree of neutral membership and the degree of negative 
membership, we have the following amounts of information:

 

( )
( )

( )
( )1

1
, ln 1 ln1 11

2 2

a ah
a a

= a b a b

 
h − h 

a b = h + − h 
 h + h − h + h 
 

∑ j j
j j

j j j j

n

j
C ;  (7)

 

( )
( )

( )
( )1

1
, ln 1 ln1 11

2 2

a an
a a

= a b a b

 
− n 

a b = n + − n 
 n + n − n + n 
 

∑ j j
j j

j j j j

n

j

v
C .  (8)

Hence, a novel picture fuzzy cross-entropy measure between a and b is obtained as the 
sum of the three amounts:

( )
( )

( )
( )

( )
( )

( )

1

1

1
, ln 1 ln1 11

2 2

1
ln 1 ln1 11

2 2

a a
a a

= a b a b

a a
a a

= a b a b

 
m − m 

a b = m + − m + 
 m + m − m + m 
 
 

h − h 
h + − h + 
 h + h − h + h 
 

∑

∑

j j
j j

j j j j

j j
j j

j j j j

n

j

n

j

C

           
( )

( )
( )1

1
ln 1 ln1 11

2 2

a a
a a

= a b a b

 
− n 

n + − n 
 n + n − n + n 
 

∑ j j
j j

j j j j

n

j

v
,         (9)

which also indicates discrimination degree of a from b. According to Shannon’s (1948) 
inequality, one can easily prove that ( ), 0a b ≥C and ( ), 0a b =C if and only if a = b.
Then, ( ),a bC is not symmetric. So it should be modified to a symmetric discrimination 
information measure for PFSs as:

 ( ) ( ) ( ), , ,a b = a b + b aD C C .  (10)

The larger the difference between a and b is, the larger ( ),a bD  is.
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If we consider the weights of a and b, a picture fuzzy weighted cross-entropy measure 
between a and b is proposed as follows:

( )
( )

( )
( )

( )
( )

( )

1

1

1
, ln 1 ln1 11

2 2

1
ln 1 ln1 11

2 2

a a
w a a

= a b a b

a a
a a

= a b a b

 
m − m 

a b = w m + − m + 
 m + m − m + m 
 
 

h − h 
w h + − h + 

 h + h − h + h 
 

∑

∑

j j
j j

j j j j

j j
j j

j j j j

n

j
j

n

j
j

C

         
( )

( )
( )1

1
ln 1 ln1 11

2 2

a a
a a

= a b a b

 
− n 

w n + − n 
 n + n − n + n 
 

∑ j j
j j

j j j j

n

j
j

v
,      (11)

where ( )1 2, , ,w = w w w T
n is the weight vector of ( ), 1,2, ,a b =j n , with [ ]0,1w Îj  

,

1,2, ,=j n ,
1

1
=
w =∑

n

j
j

, 

which also indicates discrimination degree of a from b. According to Shannon’s in-
equality (5), one can easily prove that ( ), 0w a b ≥C and ( ), 0w a b =C if and only if a = b.
Then, ( ),w a bC is not symmetric. So it should be modified to a symmetric discrimination 
information measure for PFSs as

 ( ) ( ) ( ), , ,w w wa b = a b + b aD C C .  (12)

The larger the difference between a and b is, the larger ( ),w a bD  is.

3. Models for multiple attribute decision making based on cross-entropy  
with picture fuzzy information

Based on cross-entropy with picture fuzzy information, in this section, we shall 
propose the corresponding model for multiple attribute decision making with pic-
ture fuzzy information. Let { }1 2, , ,= mA A A A  be a discrete set of alternatives, and 

{ }1 2, , ,= nG G G G be the set of attributes, ( )1 2, , ,w = w w wn  is the weighting 

vector of the attribute ( )1,2, ,=jG j n , where [ ]0,1w Îj ,
1

1
=
w =∑

n

j
j

. Suppose that 

( ) ( ), ,
× ×

= = m h nij ij ij ijm n m n
R r

  is the picture fuzzy decision matrix, where mij indicates 
the degree of positive membership that the alternative Ai satisfies the attribute Gj given 
by the decision maker, hij indicates the degree of neutral membership that the alternative 
Ai doesn’t satisfy the attribute Gj, nij indicates the degree that the alternative Ai doesn’t 
satisfy the attribute Gj given by the decision maker, [ ]0,1m Îij , [ ]0,1h Îij , [ ]0,1n Îij , 

1m + h + n ≤ij ij ij , ( )1π = − m + h + nij ij ij ij  1,2, ,=i m , 1,2, ,=j n .
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In multiple attribute decision-making environments, the concept of ideal point has been 
used to help identify the best alternative in the decision set. Although the ideal alterna-
tive does not exist in real world, it does provide a useful theoretical construct against 
which to evaluate alternatives. Hence, we can define an ideal attribute value in the ideal 
alternative A+.

         Let ( )( ), , 1,2, ,+ + + += m h n =j j j jr j n
 , where

         
{ } { } { }max , min , min+ + +m = m h = h n = nj ij j ij j iji ii

,

 
{ } { } { }1 1 max min min+ + + +π = − m − h − n = − m − h − nj j j j ij ij iji ii

, 1,2, ,=j n .  (13)

Then we call:

 ( )1 2, , ,+ + + += nA r r r  
 ,  (14)

the relative picture fuzzy ideal alternative. 
In the following, we apply the cross-entropy to the MADM problems with hesitant 
fuzzy information.
Step 1. Define the alternatives Ai and A+:

 ( ) ( ) ( )( )1 1 1 2 2 2, , , , , , , ,= m h n m h n m h ni i i i i i i in in inA  , 1,2, ,=i m ;  (15)

 
( ) ( ) ( )( )1 1 1 2 2 2, , , , , , , ,+ + + + + + + + + += m h n m h n m h nn n nA  ;  (16)

 
{ } { } { }max , min , min+ + +m = m h = h n = nj ij j ij j iji ii

, 1,2, ,=j n .  (17)

Step 2. Calculate t picture fuzzy weighted cross-entropy between alternatives Ai and A+:

( )
( )

( )
( )

( )
( )

( )

( )
( )

( )

1

1

1

1
, ln 1 ln1 11

2 2

1
ln 1 ln1 11

2 2

1
ln 1 ln1 11

2 2

+

+ +=

+ +=

+ +=

 
 m − m 

= w m + − m + 
 m + m − m + m 
 
 
 h − h 

w h + − h + 
 h + h − h + h 
 
 
 n − n 

w n + − n 
 n + n − n + n 
 

∑

∑

∑

n ij ij
i j ij ij

j ij j ij j

n ij ij
j ij ij

j ij j ij j

n ij ij
j ij ij

j ij j ij j

C A A

                 

 1,2, ,=i m .                                                                              (18)
Step 3. Rank all the alternatives ( )1,2, ,=iA i m  and select the best one(s) in accor-
dance with ( ) ( ), 1,2, ,+ =iC A A i m . The smaller the value of ( ), +

iC A A  is, the better 
the alternative Ai is. In this case, the alternative Ai is close to the ideal alternative A+. 
Through the weighted cross-entropy ( ) ( ), 1,2, ,+ =iC A A i m between each alternative 
and the ideal alternative, the ranking order of all alternatives can be determined and the 
best one can be easily identified as well.
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4. Numerical example 

Thus, in this section we shall present a numerical example for potential evaluation of 
emerging technology commercialization with picture fuzzy information in order to illus-
trate the method proposed in this paper. Let us suppose there is a problem to deal with 
the potential evaluation of emerging technology commercialization which is classical 
multiple attribute decision making problems. There is a panel with five possible emerg-
ing technology enterprises

 ( )1,2,3,4,5=iA i  to select. The experts selects six attribute 
to evaluate the five possible emerging technology enterprises: 1) G1 is the technical 
advancement; 2) G2 is the potential market and market risk; 3) G3 is the industrialization 
infrastructure; 4) G4 is the development of science and technology; 5) G5 is the financial 
conditions; 6) G6 is the employment creation. In order to avoid influence each other, the 
decision makers are required to evaluate the five possible emerging technology enterpris-
es

 ( )1,2,3,4,5=iA i  under the above six attributes and the decision matrix ( )5 6×
= ijR r



is presented in Table 1, where ( )1,2,3,4,5, 1,2,3,4,5,6= =ijr i j are in the form of PFNs. 
The weight vector of ( )1,2, ,6=ix i  is: ( )T0.12, 0.25,0.09,0.16,0.20,0.18w = .

Table 1. The picture fuzzy decision matrix

A1 A2 A3 A4 A5

x1 (0.53,0.33,0.09) (0.73,0.12,0.08) (0.91,0.03,0.02) (0.85,0.09,0.05) (0.90,0.05,0.02)

x2 (0.89,0.08,0.03) (0.13,0.64,0.21) (0.07,0.09,0.05) (0.74,0.16,0.10) (0.68,0.08,0.21)

x3 (0.42,0.35,0.18) (0.03,0.82,0.13) (0.04,0.85,0.10) (0.02,0.89,0.05) (0.05,0.87,0.06)

x4 (0.08,0.89,0.02) (0.73,0.15,0.08) (0.68,0.26,0.06) (0.08,0.84,0.06) (0.13,0.75,0.09)

x5 (0.33,0.51,0.12) (0.52,0.31,0.16) (0.15,0.76,0.07) (0.16,0.71,0.05) (0.15,0.73,0.08)

x6 (0.17,0.53,0.13) (0.51,0.24,0.21) (0.31,0.39,0.25) (0.81,0.15,0.09) (0.91,0.03,0.05)

To get the most desirable emerging technology enterprises, the following steps are 
involved:
Step 1. Based on the Table 1, we denote the five possible emerging technology enter-
prises ( )1,2,3,4,5=iA i  by:

{
}

1= (0.53,0.33,0.09),(0.89,0.08,0.03),(0.42,0.35,0.18)

(0.08,0.89,0.02),(0.33,0.51,0.12),(0.17,0.53,0.13)

A

;

{
}

2 = (0.73,0.12,0.08),(0.13,0.64,0.21),(0.03,0.82,0.13)

(0.73,0.15,0.08),(0.52,0.31,0.16),(0.51,0.24,0.21)

A

;

{
}

3 = (0.91,0.03,0.02),(0.07,0.09,0.05),(0.04,0.85,0.10)

(0.68,0.26,0.06),(0.15,0.76,0.07),(0.31,0.39,0.25)

A

;
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{
}

4 = (0.85,0.09,0.05),(0.74,0.16,0.10),(0.02,0.89,0.05)

(0.08,0.84,0.06),(0.16,0.71,0.05),(0.81,0.15,0.09)

A

;

{
}

5 = (0.90,0.05,0.02),(0.68,0.08,0.21),(0.05,0.87,0.06)

(0.13,0.75,0.09),(0.15,0.73,0.08),(0.91,0.03,0.05)

A
.

Step 2. Based on the Table 1 and Eqs (15)–(17), we can get the RPFIS A+:

{
}

= (0.91,0.03,0.02),(0.89,0.08,0.03),(0.42,0.35,0.05)

(0.73,0.15,0.02),(0.52,0.31,0.05),(0.91,0.03,0.05)

+A
.

Step 3. Calculate the cross-entropy ( ), +
w iC A A between ( )1,2,3,4,5=iA i and the 

RPFIS A+ by using Eq. (18):

( ) ( ) ( )
( ) ( )

1 2 3

4 5

, 0.202, , 0.192, , 0.225

, 0.167, , 0.144.

+ + +
w w w

+ +
w w

= = =

= =

C A A C A A C A A

C A A C A A

,

Step 4. Rank the emerging technology enterprises ( )1,2,3,4,5=iA i in accordance with 
the cross-entropy ( )( ), 1,2,3,4,5+

w =iC A A i :

5 4 2 1 3A A A A A    .

Thus, the most desirable emerging technology enterprise is A5.

Conclusions

The proposed method differs from previous approaches for fuzzy multiple attribute deci-
sion making not only due to the fact that the proposed method use the picture fuzzy set 
theory, but also due to the consideration of the degree of neutral membership besides 
degree of positive membership and degree of negative membership in the evaluation of 
the alternative with respect to attribute, which makes it have more feasible and practi-
cal than other traditional decision making methods in real decision making problems. 
Therefore, its advantage is easily reflecting the ambiguous nature of subjective judg-
ments because the picture fuzzy sets are suitable for capturing imprecise, uncertain, 
and inconsistent information in the multiple attribute decision making analysis. In this 
paper, we investigate the multiple attribute decision making problems with picture fuzzy 
information. The advantage of picture fuzzy set is easily reflecting the ambiguous na-
ture of subjective judgments because the picture fuzzy sets are suitable for capturing 
imprecise, uncertain, and inconsistent information in the multiple attribute decision 
making analysis. Thus, the cross entropy of picture fuzzy sets, called picture fuzzy cross 
entropy, is proposed as an extension of the cross entropy of fuzzy sets. Then, a multiple 
attribute decision making method based on the proposed picture fuzzy cross entropy 
is established in which attribute values for alternatives are picture fuzzy numbers. In 
decision making process, we utilize the picture fuzzy weighted cross entropy between 
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the ideal alternative and an alternative to rank the alternatives corresponding to the cross 
entropy values and to select the most desirable one(s). In the future, we shall investigate 
picture fuzzy multiple attribute group decision making problems and apply the picture 
fuzzy cross-entropy to solve practical applications in other areas such as expert system, 
information fusion system, and medical diagnoses. 
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