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Abstract: This paper describes the demonstration of a regional high-resolution level-3 (L3) altime-
ter data unification and altimeter combination system (DUACS) developed with support from the
French space agency (CNES). Deduced from full-rate (20 Hz to 40 Hz) level-2 (L2) altimeter mea-
surements, this product provides sea level anomalies (SLA) and other essential physical variables
at a spatial resolution of one sample every ~1 km over the North Atlantic Ocean. This allows us
to resolve wavelengths from ~35 km to ~55 km depending on the altimeter considered. This was
made possible by recent advances in radar altimeter processing for both synthetic aperture radar
(SAR) and low-resolution-mode (LRM) measurements, as well as improvements made to different
stages of the DUACS processing chain. Firstly, the new adaptive and low-resolution with range
migration correction (LR-RMC) processing techniques were considered for Jason and Sentinel-3 (S3A),
respectively. They significantly reduce errors at short wavelengths, and the adaptive processing also
reduces possible land contamination near the coast. Next, up-to-date geophysical and environmental
corrections were selected for this production. This includes specific corrections intended to reduce the
measurement noise on LRM measurements and thus enhance the observability at short wavelengths.
Compared with the 1 Hz product, the observable wavelengths reached with the demonstration
high-resolution product are reduced by up to one third, or up to half in the northeast Atlantic region.
The residual noises were optimally filtered from full-rate measurements, taking into consideration
the different observing capabilities of the altimeters processed. A specific data recovery strategy was
applied, significantly optimizing the data availability, both in the coastal and open ocean areas. This
demonstration L3 product is thus better resolved than the conventional 1 Hz product, especially
near the coast, where it is defined up to ~5 km against ~10 km for the 1 Hz version. Multi-mission
cross-calibration processing was also optimized with an improved long-wavelength error (LWE)
correction, leading to a better consistency between tracks, with a 9–15% reduction in SLA variance at
cross-overs. The new L3 product improves the overall consistency with tide gauge measurements,
with a reduction in SLA differences variance by 5 and 17% compared with the 1 Hz product from
the S3A and Jason-3 (J3) measurements, respectively. Primarily intended for regional applications,
this product can significantly contribute to improving high-resolution numerical model output via
data assimilation. It also opens new perspectives for a better understanding of regional sea-surface
dynamics, with an improved representation of the coastal currents and a refined spectral content
revealing the unbalanced signal.

Keywords: altimetry; mesoscale

1. Introduction

As part of the CNES/SALP (Centre National d’Etudes Spatiales/Service d’Altimetrie
et Localisation Precise) project and the Copernicus Marine Environment and Monitoring
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Service (CMEMS), the DUACS system produces high-quality multi-mission altimetry sea
level products for ocean applications, climate monitoring, geophysical and biological stud-
ies. These products consist of directly usable and easy to manipulate level-3 (L3; along-track
cross-calibrated sea-surface height) and level-4 (L4; multiple sensors merged as maps or
time series) products. They are widely used for different applications, including assimi-
lation in numerical models. In the past few years, DUACS products have been regularly
updated in order to deliver products of the highest quality, based on the state-of-the-art
processing algorithms and improvements, as well as newly available measurements [1–5].
Despite these advances, the effective resolution of the DUACS altimeter products remains
low with regard to the new requirements made by different applications [6–9].

Indeed, advances in the small (from ~200 to 100 km) to sub-mesoscale (<~100 km) sea-
surface dynamical processes have given new insight into the importance of this signal in the
ocean’s dynamics [10–14]. At the same time, the monitoring of sea level changes in coastal
areas is an important societal issue. Because altimeter measurements allow for synoptic
monitoring of the signal over the global ocean, including coasts, they are fundamental for
both sub-mesoscale and coastal applications. The processing of altimeter data now faces a
new challenge in accurately processing the signal at yet finer spatial scales than hitherto
considered. This issue will be even more critical for future altimeter missions, such as the
swath Surface Water and Ocean Topography (SWOT) mission. In the same way, altimeter
measurement processing needs to evolve in order to better resolve the signal in coastal
areas. Meanwhile, users and, more particularly, modelers, are also upgrading their models
to resolve small-scale processes at a regional scale. To this end, they will need to prepare
their systems for the assimilation and propagation of the finer-scale structures observed.

The land contamination affecting both altimeter radars and radiometer measurements,
which is associated with the degradation of the different corrections that need to be applied
to altimeter measurements, as well as the predominance of residual errors at short wave-
lengths, have significantly reduced the quality of altimeter products for such applications
for many years (e.g., [15,16]).

Nevertheless, over the last decade, significant improvements have been made in the
estimation of different geophysical corrections. Advances in atmospheric and barotropic
ocean models have allowed for more accurate corrections of the ocean’s response to wind
and pressure forcing (e.g., [17]); progress in modeling and assimilation techniques have
contributed to more accurate barotropic ocean tide corrections (e.g., [18]); new model
corrections have also emerged and have allowed us to correct part of the coherent internal
gravity wave signal (e.g., [19]); tropospheric corrections, enhanced in coastal areas, are
also available (e.g., [20,21]); and progress has also been made in the determination of
the mean sea surface (MSS) field, which is still a fundamental part of altimeter data
processing [22,23]. Major advances made in altimeter technologies and processing have
also significantly contributed to reducing altimeter measurement errors. First, the Ka band
used for SARAL/AltiKa significantly reduced the measurement noise on conventional
LRM altimetry [24]. For a few years already, the SAR technology available on the Cryosat-2
(C2) and Sentinel-3 missions has also contributed to an unprecedented reduction in the
observational errors at short wavelengths (e.g., [25,26]). New processing techniques have
been developed to enhance SAR capabilities and reduce the residual red noise induced
by long ocean waves [27–29]. In the same way, new waveform retracking techniques
have allowed us to reduce residual noise levels in LRM measurements and even better
adapt the model to the waveform shape characteristics of different sea-surface states and
land/ice contamination [30–33]. Recent progress made in sea-state bias correction has also
contributed to reducing the measurement noise [34,35]. Additionally, corrections have been
developed to specifically reduce signal noise at short wavelengths [35–38].
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In light of these developments and the associated reduction in the errors at short wave-
lengths, full-rate altimeter measurements can now be used to access the small-mesoscale
signal and better sample difficult areas, such as coastal zones or leads. Different regional
altimeter products have been developed over the last few years with the aim of focusing
on the coastal zone (e.g., PISTACH [39]; X-TRACK [40,41]; X-TRACK-ALES [42]; ESA
EO4SIBS [43]). Others are dedicated to ice-contaminated areas, focusing on the sea surface
over leads [44,45]. In this paper, we focus on the DUACS high-resolution L3 altimeter
demonstration’s regional products, which are primarily intended for high-resolution re-
gional model applications and guided by the CMEMS requirements. These products have
been developed in a CNES R&D context with the aim of preparing the future generation of
L3 altimeter products that may be disseminated operationally in the CMEMS catalogue.
In contrast with the current 1 Hz L3 product available in CMEMS, this new L3 product
is defined with a 5 Hz sampling rate and derived from a high-resolution (20 Hz) altime-
ter measurement (Sentinel-3A, Jason-3, OSTM/Jason-2, Cryosat-2, SARAL-DP/AltiKa)
specifically processed in order to better resolve finer scales down to ~35 km (the current
observable wavelengths for L3 1 Hz are estimated to be 65 km in mid-latitude areas [1]).

The paper is organized as follows: In Section 2, the processing and different corrections
used are described. Section 3 focusses on the data validation, while some use cases are
given in Section 4. Lastly, a summary and conclusion are provided in Section 5.

2. Data Processing
2.1. DUACS Processing Overview

The processing used for the high-rate-sampling L3 altimeter product is based on
the DUACS system. Originally developed for processing the 1 Hz upstream altimeter
measurements [1–5], the system has been specifically adapted here for the processing of
full-rate (20 to 40 Hz) upstream products. The processing steps are essentially the same
as that for the historical 1 Hz production. It consists of the following steps: acquisition;
homogenization; input data quality control; cross-calibration; along-track L3 product
generation; and final quality control, as fully described in [4]. However, some algorithms
have been updated to fit the full-rate measurement constraints.

First, the different altimeter standards and corrections applied were selected in order
to reduce the measurement noise as much as possible, as it is a lot higher for 20 Hz
measurements than for 1 Hz (see Section 2.1). This step is necessary if we want to explore
the small mesoscale. Then, the data recovery strategy was reviewed using data selection
criteria fitted to the full-rate signal characteristics and using metrics available at full-rate
resolution (see Section 2.2). The cross-calibration between missions was also improved
(see Section 2.4). A final low-pass filtering was applied to the SLA in order to reduce the
residual noise and keep as much of the physical signal at small wavelengths as possible
(see Section 2.3). The L3 along-track products are delivered at a 5 Hz (i.e., nearly 1 km)
sampling rate.

The L3 DUACS demonstration products were developed with the aim of providing
users with simple and homogeneous products along the tracks of the different altimeters,
at a resolution consistent with the observable physical signal.

2.2. Altimeter Standards

The different altimeter standards and corrections applied are given in Table 1. The
L2 upstream products considered correspond to the GDR-E standards. Some processing
methods have however been updated in order to use the state-of-the-art recommendations
from the altimetry community, and innovative processes have been introduced to minimize
the observation errors at short wavelengths.
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Table 1. Altimeter standards and corrections used for the processing of the different altimeter
measurements. Differences with standards applied on the conventional L3 1 Hz products available at
the time of the L3 5 Hz production (“DT-2018” standards) are shown in bold.

Sentinel-3A OSTM/Jason-2 Jason-3 SARAL/AltiKa Cryosat-2

Product standard ref GDR-E
Orbit POE-E

Range
processing/retracking

LR-RMC (with
LUT correction)

[27,29]

Adaptive
[46,47]

Adaptive
[46,47] LRM SAR and LRM

Noise reduction - HFA adaptive
[35]

HFA adaptive
[35]

HFA
[48]

HFA
[48] (LRM)

Sea-State Bias
Non-parametric

SSB
[49]

2D SSB
[35]

2D SSB
[35]

Non-parametric
SSB

Non-parametric
SSB

Ionosphere
Dual-frequency
altimeter range
measurement

Dual-frequency
altimeter range
measurement

Dual-frequency
altimeter range
measurement

GIM
[50]

Wet troposphere From S3A-AMR
radiometer

From J3-AMR
radiometer

neural network
correction

(three entries)

From J3-AMR
radiometer

neural network
correction

(three entries)

Neural network
correction

(five entries)

From ECMWF
model

Dry troposphere Model based on ECMWF Gaussian grids
Combined atmospheric

correction
MOG2D High frequencies forced with analyzed ECMWF pressure and wind field [17] (operational version

used, current version is 3.2.0) + inverse barometer low frequencies
Ocean tide FES2014b [51]

Internal tide M2,K1,O1,S2 [19] (HRET 7.0)
Solid Earth tide Elastic response to tidal potential [52,53]

Pole tide From [54]; Mean Pole Location 2017
MSS HMP [22] CNES-CLS-2015 [55,56]
MDT CNES_CLS18 (including regional SMDT_MED_2014) [57,58]

2.2.1. Innovative Processing for Sentinel-3 SAR and Jason LRM

In order to improve the sea-surface height (SSH) observation accuracy, the LR-RMC [27,29]
and adaptive [33,47] processes have been used for S3A, J3, and Jason-2 (J2) measurements.

The LR-RMC method is an experimental process developed by CNES. It is close to
the current SAR processor. However, it combines the beams produced in a radar cycle
differently in order to enlarge the effective footprint of the measurement and average out
the effects of the sea-surface state, especially wind waves and swells that are known to
impact SAR-mode performance at the short mesoscale (<~50 km). Consequently, the red
noise usually observed in the spectrum of SAR sea level anomalies at short wavelengths [59]
is reduced, and so is the measurement noise level, which is illustrated in Figure 1. The
gray spectrum corresponds to the SAR processor. It has a slightly negative slope, or “red”
noise, at short wavelengths (<~50 km). Part of this error signal is assumed to be correlated
with swell conditions, as demonstrated by [59]. The red spectrum was generated using
the LR-RMC process. In this case, the result obtained is closer to the theoretical spectrum
expected, with the noise plateau visible at short wavelengths and the signal’s spectral slope
visible at higher wavelengths. A direct impact of this LR-RMC processing is a reduction in
the errors at short wavelengths, allowing us to better observe the short mesoscale signal
of interest.
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The adaptive method is a new retracking algorithm that combines the benefits of four
different improvements with respect to the classical MLE-4 (maximum likelihood estimator)
retracking algorithm currently used for the official products [60,61]. First, a parameter
correlated with the mean square slope of the reflective surface (MSS) was introduced in the
model. Its impact is mostly visible in the trailing edge of the echo model and allows a better
fit to all types of echoes, from diffuse ones (acquired over the ocean) to very peaky echoes
observed over specular regions, such as leads in the Arctic Ocean, or calm lakes and rivers.
Second, it directly accounts for the real in-flight point target response of the instrument
by numerically convolving its discretized values to the analytical model [47]. Third, a true
maximum likelihood estimation method is used, which accounts for the statistics of the
speckle noise that corrupts the radar echo. Note that the current method implemented
in the official products (up to GDR-E version) is a simple least-squares estimation. The
chosen estimation method implemented in the adaptive solution is a geometrical method
called the Nelder–Mead algorithm. Finally, the algorithm adapts the width of the window
on which the fitting procedure is applied in order to remove spurious reflections coming
from nadir directions, in particular when the satellite is approaching coastlines. The many
advantages brought by the adaptive algorithms are described by [33,46,62]. In particular, a
reduction in the SSH noise level of about 10% is observed.

2.2.2. High-Frequency Adjustment (HFA) and Sea-State Bias (SSB) Correction for
Measurement Noise Reduction

The altimeter measurement is contaminated by measurement noise that limits the
observability of the mesoscale at wavelengths shorter than about 100 km [15,63,64]. For
LRM measurements, the spectral hump, visible on the 20 Hz spectrum at wavelengths
ranging from about 10 to 50 km, contains specific noise induced by sea-surface roughness
heterogeneities within the 1–3 km diameter altimeter footprint [15].

Another significant source of noise comes from correlations between significant
wave height (SWH) and range errors that are inherent to any waveform retracking algo-
rithm [32,36]. These correlations are used to define an HFA correction able to significantly
reduce the noise on the SLA signal. The methodology used is described by [35]. It was
applied to all the measurements of the different LRM missions, taking into account the
specific processing previously described (e.g., adaptive retracking for Jason).
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The SSB correction also allows us to reduce the effects of the presence of ocean waves
at the surface. A refined 2D SSB solution was used. It was adapted to the selected retracking
algorithm data and based on the standard input parameters (SWH and wind speed). The
methodology is described by [35]. This SSB solution also contributes to the measurement
noise reduction.

This is illustrated in Figure 1 (right), which shows the J3 SLA spectral content when
applying different processing methods. The gray spectrum corresponds to the conventional
MLE4 processing. The blue spectrum was generated from measurements processed with
the adaptive processor combined with the refined 2D SSB solution. It shows a reduction
in noise of about 17% compared with the conventional MLE4 processing method, which
was mainly visible at short wavelengths (<~50 km). Note that two thirds of this reduction
is induced by the adaptive processing, as discussed previously, while one third of the
reduction, i.e., about 6%, can be explained by the improved SSB solution. When applying
the HFA correction (red spectrum), the energy level is reduced by an additional 26% at
short wavelengths. This includes a measurement noise reduction as well as part of the
spatially correlated noise visible on the LRM spectral hump [15].

2.2.3. Up-to-Date Tide Corrections

The version of the different geophysical and environmental corrections applied on the
conventional L3 1 Hz products available at the time of the L3 5 Hz production is defined as
“DT-2018” standards, which are described in [5]. For the L3 5 Hz production, a different
version was used for some corrections, especially for the different tide corrections that are
applied in the data processing. The version of the corrections retained follow the more
up-to-date OSTST recommendations. A large part of these new solutions also corresponds
to the standards that are used in the DUACS DT-2021 1 Hz reprocessing, which have been
disseminated by the CMEMS since the end of 2021.

The ocean tide correction used in this product was generated with the FES2014b
model [51], including the FES2014 tidal load solution.

The internal tide baroclinic signal is removed from the altimeter measurement using
the [19] (HRET 7.0) model solution. It allows the estimation of the coherent part of four
tidal nodes (M2, K1, O1, S2). This model is defined in deep water and for medium latitudes;
elsewhere, no correction is applied.

The polar tide correction is made with the Desay (2015) model taking into account
the mean pole location (MPL) corresponding to the 2017 standard, including the mass
loss induced by polar ice melt and recommended by IERS. Compared with the MPL 2015
standard used in the DUACS DT-2018 1 Hz product, this change induces large-scale sea
level regional biases with a quadrupole structure of about ±1.5 cm amplitude over a
short period.

2.2.4. Mean Sea Surface Model

The MSS model used for the SLA computation is the CNES_CLS15 model. It is
referenced to the 20-year (1993 to 2012) reference period. This MSS model reduces errors
along the repeat tracks that are used for its computation (here, J2 and J3 repeat tracks; [56]).
However, errors are higher at the Topex/Jason and ERS/Envisat intertracks, where only a
few geodetic measurements were used for the MSS estimation. As this could be a significant
limitation for the observability of the short mesoscale signal (<100 km), especially with
S3A measurements that were specifically processed to better resolve the small-mesoscale
signal, we used a specific MSS [56] for this mission estimated along the tracks of the
altimeter, named the hybrid mean profile (HMP). The methodology used for the S3A HMP
estimation is similar to the one described by [22]. It includes a specific ocean variability
correction to force the 20-year period the HMP should refer to, notwithstanding the limited
temporal coverage of the available S3A measurements. The main differences consist of the
longer temporal period considered—nearly 2.5 years—and the use of up-to-date altimeter
standards and corrections, as described in Table 1. The quality of the S3A HMP was
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analyzed at short wavelengths using the methodology described by [22]. It has a mean
error of 0.12 cm2, i.e., about 10% of the noise-free SLA signal variance. Compared with the
CNES_CLS15 reference MSS, the errors are significantly reduced by about 70%. The main
reduction in error occurs in the geodetic structures, as previously observed by [22].

The HMP content is illustrated in Figure 2, which shows the differences between the
CNES_CLS15 gridded MSS model and the S3A HMP when S3A flew over a small seamount,
underlined by the bathymetric contour lines (black lines). The positive anomalies in the
HMP–MSS differences correspond to an additional signal in the HMP not present in the
gridded reference MSS. Here, the HMP–MSS differences highlight the signature of the
bathymetric structure, which is flattened in the gridded reference MSS and more clearly
represented in the HMP. The good consistency of the signal observed along both the
S3A tracks crossing the structure allows us to have confidence in the representation of
this additional signal observed in the HMP. We also note that the seamount signature
on the HMP shows up at short wavelengths. The positive values crossing the seamount
cover a section about 15–20 km long. This means that such a structure is difficult to
accurately capture with 1 Hz altimeter measurements at a sampling rate close to the Nyquist
frequency. This also underscores the value in processing the altimeter measurements at a
high resolution for a more accurate MSS estimation.
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2.3. Valid Data Selection

The valid data selection criteria usually applied for the 1 Hz data processor [65] use
parameters that are specific to the 1 Hz products and cannot be applied to the 20 Hz
data. Consequently, the valid data selection strategy used for the L3 5 Hz production was
reviewed as follows:

As for the 1 Hz processing, the first step is to eliminate all measurements over land.
The land–sea flag given in the L2 product is used for this purpose. Ice-contaminated
measurements are rejected using the criteria described below. Then, basic threshold criteria
on SLA and SWH are used to reject aberrant measurements. Finally, a specific analysis
along each altimeter track allows us to reject invalid SLA measurements over the ocean, as
described below.
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2.3.1. Ice-Contaminated Data Detection

When available in the upstream L2 products, the waveform classification was used to
reject ice-contaminated measurements. This criterion was combined with the ice concentra-
tion given by OSISAF [66] in order to avoid measurement rejection over open water (ice
concentration equal to 0%) and to apply a restrictive selection in high-ice-concentration
areas (ice concentration > 50%). The measurements in the medium-ice-concentration areas
(ice concentration ≤ 50%) are rejected when the waveform corresponds to a peaky measure-
ment, a sign of potential contamination. This specific data selection criterion was applied
on S3A and AltiKa measurements.

For the J2 and J3 measurements, no waveform classification was available, so only the
product’s ice flag was used.

For the C2 mission, neither the product ice flag nor the waveform classification were
available. Instead, the OSISAF ice concentration was used with a 50% ice concentration
threshold criterion.

2.3.2. Open Ocean Data Selection

The valid data selection in the open ocean is based on an iterative kσ editing applied to
the SLA and is divided into two steps. At each step, the k coefficient is optimized in order to
detect as many invalid measurements as possible while maximizing the availability of valid
measurements. The process is applied to each track individually. First, SLA data outliers are
rejected according to a k1 σ criterion, σ being the SLA variability along the track considered
and k1 depending on the statistical ocean variability at the location considered in order to
relax the threshold criterion in high-variability areas (e.g., the Gulf Stream). This avoids
a too-severe data rejection in high-variability areas, where intense mesoscale structures
could otherwise be rejected. Then, the track considered is iteratively processed in order to
reject invalid SLA measurements using a k2 σ criterion applied to the short-wavelength
SLA signal dominated by measurement noise. The short-wavelength content of the SLA
is extracted using a Lanczos filter, σ is estimated at each iteration, and k2 depends on the
SWH signal using the nearly linear relationship observed between the short-wavelength
SLA content (dominated by measurement noise) and the SWH for SWH higher than ~2 m.
For lower SWH values, k2 is set to the minimal value of three. This avoids a too-severe
rejection of the SLA measurements in high-SWH areas, where the noise measurement is
usually higher.

2.4. Short Wavelengths Noise Filtering and Signal Subsampling

In spite of the different processing methods and corrections applied, which aim to
resolve as much of the short-wavelength signal as possible, the measurement remains
significantly contaminated by residual noise. A specific spectral analysis was applied in
order to define the observable wavelength for the different missions. The methodology and
results are discussed in more detail in Section 3.2. The observable wavelengths were defined
in a conservative way, considering the balanced (geostrophic) motion and noise signals.
They are presented in Table 2. They range from 35 to 55 km in the North Atlantic area,
depending on the mission considered. These values are representative of each mission’s
measurement accuracy, and they are used as cut-off wavelengths for the low-pass Lanczos
filters applied to the signals. This strategy differs from the conventional DUACS 1 Hz
processing for which a unique, mean cut-off wavelength is used to low-pass filter the
measurements, whatever the mission.

Table 2. Observable wavelengths with the full-rate (20 Hz or 40 Hz) altimeter measurement in the
northeastern Atlantic Ocean [10, 35◦W] [30, 65◦N]. Observable wavelengths estimated from 1 Hz
measurements over the same area and period are given in () for S3A and J3 missions. (units: km).

Sentinel-3A OSTM/Jason-2 Jason-3 SARAL/AltiKa Cryosat-2

35 (65) 55 55 (85) 40 40
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The measurements are then subsampled in order to be consistent with the observing
capabilities. A final 5 Hz sampling, i.e., slightly more than 1 km between two consecutive
measurements, was retained as a good compromise between the sampling needs and
observing capabilities.

2.5. Long-Wavelength Error Correction

The LWE correction is the final step for the homogenization of the multi-mission signal.
Its purpose is to reduce the regional discrepancies observed between neighboring altimeter
tracks. These biases are induced by, among other things, residual orbit and geophysical
or environmental correction errors. For both DUACS 1 Hz and 5 Hz processing, the LWE
is estimated by a two-step procedure: (1) a sparse estimation of the LWE correction along
the track made by optimal interpolation (OI); (2) the sparse estimation interpolated at each
along-track measurement location.

There are, nonetheless, some differences in how the procedure is implemented for
5 Hz data. First, for step one, the sparse estimation of the LWE correction along the tracks
of the altimeters is performed using a 100 km sampling rate instead of the 500 km rate
usually used in the DUACS 1 Hz processing. Then, for step two, an OI method is used to
interpolate the LWE correction on each individual 5 Hz measurement location, whereas
the 1 Hz processor uses cubic spline adjustment, as described by [1]. This OI approach
allows us to finely tune the cut-off wavelength that needs to be estimated for the LWE
signal, typically of the order of 2000 km. Additionally, so as to account for the different
dynamics of semi-enclosed seas, the different passes are split into independent segments
when overflying land. This improves the LWE correction and its ability to correct the
residual errors caused by a reduced quality of the various geophysical, atmospheric, and
environmental corrections.

An example is given in Figure 3. It shows the mean LWE correction computed for C2
1 Hz measurements in 2014, comparing the DUACS 1 Hz processing (left) and the updated
methodology defined for the 5 Hz processing (right). When applying the DUACS 1 Hz LWE
processor, the correction obtained does not show any specific geographical pattern that
can be correlated with a physical signal. On the other hand, the LWE correction obtained
when applying the processor defined for the 5 Hz production shows a more structured
signal, with positive and negative values (up to ±1 cm) aligned along the magnetic equator.
This pattern evokes an ionosphere-related signal, highlighting the imprecision of the
global ionospheric model correction for this mission due to the lack of dual-frequency
altimeter measurements.
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We used statistics at cross-overs in order to quantify the impact of the LWE correction
applied. Indeed, as the LWE correction acts to reduce the residual long-wavelength biases
observed between neighboring tracks, it also reduces the variance in the SLA differences at
cross-overs. Table 3 shows the mean variance in SSH differences at cross-overs for the global
ocean over a one-year period for J3. Mono-mission (J3/J3) and multi-mission (J3/Sentinel-
3B (S3B)) cross-overs are considered. Here, only J3 is corrected for the LWE, while S3B is
not used for the LWE estimation and thus remains independent. Statistics obtained when
not applying the LWE correction, when applying the LWE correction deduced from the
conventional DUACS 1 Hz processing, and from the 5 Hz processing, are given. They show
that the LWE correction obtained with the Duacs 1 Hz processing significantly improves
the consistency of the SLA between tracks and removes discrepancies at cross-overs, with
a 1.5 to 2 cm2 reduction in variance. The results are further enhanced when using the
LWE method defined for the 5 Hz processor, with an additional 1 to 2.5 cm2 reduction in
variance, i.e., an additional improvement of 9 to 15% for multi-mission and mono-mission
cross-overs, respectively, compared with the previous LWE version. The improvement
is higher at mono-mission cross-overs when both the tracks are corrected (while only J3
tracks are corrected at multi-mission cross-overs).

Table 3. Mean variance in SSH differences at Jason-3/Jason-3 and Jason-3/Sentinel-3B cross-overs
over the year 2019, when no LWE correction is applied or when the LWE correction obtained using
the DUACS 1 Hz or 5 Hz processing is applied on Jason-3. Sentinel-3B is kept as an independent
mission for LWE estimation. We used 1 Hz measurements. Only cross-overs within a 10-day interval
have been considered. Units are cm2.

No LWE LWE from DUACS
1 Hz Processing

LWE from DUACS
5 Hz Processing

Jason-3/Jason-3 28.40 26.56 (−6.5%) 24.06 (−15.3%)

Jason-3/Sentinel-3B 28.71 27.25 (−5.1%) 26.15 (−8.9%)

2.6. Across-Track Current Estimation

The geostrophic velocities in the across-track direction were estimated using a centered
difference method with two measurements on either side of the point considered.

3. Data Validation

Although five different altimeter missions have been processed, the validation of
the product presented in this paper mainly focuses on the S3A and J3 missions. The
former is representative of the SAR technology, while the latter is representative of the
LRM measurement. Moreover, significant evolutions have been implemented on these two
missions, as discussed in Section 2.1.

The data were assessed in terms of data availability, spectral content, and consistency
with independent tide gauge measurements. They were also compared with the 1 Hz prod-
uct available on CMEMS (produced in accordance with the DUACS DT-2018 standards).

3.1. Data Availability and Gain Brought by the 5 Hz Altimeter Processing near the Coast

The processing used for the valid data selection can have a significant impact on the
data availability rate. In the L3 5 Hz processing, the data selection strategy aims to optimize
the rejection of the measurements retained as invalid without greatly reducing the data
availability rate (see Section 2.2). An example of the rate of rejected measurements obtained
is illustrated in Figure 4 (left) for the SAR mission (S3A) and the LRM mission (J3) for
January–April 2018.
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For both missions, the most drastic rejection occurs in the ice-contaminated areas.
Indeed, the processing applied mainly focuses on the open ocean and is not adapted to the
possible measurements available over leads. As described by [45], the observation of the
SSH in such narrow ice-free areas requires a specific delay-Doppler processing method not
implemented here. Consequently, no efforts have been made to keep the measurements
over leads.

Within a band extending from 5 to 10 km from the coast, there is a high rate of
data rejection of more than 30%; this increases to over 60% within 5 km from the coast.
In the open ocean, the rejection rate drops to between approximately 0.5 and 1% of the
available measurements. We observe here that the rejection rate remains homogeneous in
the open ocean. This is noteworthy: In the region depicted and for this season, the SSH
measurements are sensitive to high SWH (see for example [65]), but the optimized data
selection strategy used in the full-rate processing takes into account the higher measurement
noise in these areas, reducing the rejection rate in areas of high SWH (see Section 2.2).

Although they are not directly comparable due to the different sampling rates, we
nevertheless observe that the valid data availability in this demonstration product is overall
higher than for the conventional 1 Hz product, especially in coastal areas. Table 4 shows
statistics of the mean distance of the nearest point to the coast for which the sampling rate
reaches at least 80% of the maximum number of cycles defined for the period between
mid-2016 and the end of 2018. All tracks’ extremities are considered over the European
coasts. They show that, in the mean, the conventional 1 Hz product is defined up to 10 km
to the coast for the SAR mission S3A and 11 km for the LRM mission J3, while this distance
is nearly half as long for the 5 Hz product, with about 5 and 6 km, respectively.
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Table 4. Statistics of distance to the coast for the closest altimeter point with a minimal availability
rate of 80%. Statistics computed for S3A and J3 measurements retrieved in the 1 Hz and 5 Hz products
over the European coasts.

Mean (km) Min (km) Max (km) Number of Points (Count)

S3A 1 Hz 10.55 0.55 19.96 478

S3A 5 Hz 4.63 0.03 19.93 641

J3 1 Hz 11.3 0.05 19.90 259

J3 5 Hz 5.8 0.05 19.63 335

In order to assess the pertinence of the measurements retrieved near the coast, we
analyzed the SLA variance when approaching the coast. Figure 5 shows the evolution
of the mean SLA variance over the northern Spanish coast as a function of the distance
from the coast for J3 and S3. Only measurements with a minimal availability rate of 80%
across the whole time series are considered. Statistics are computed using 2 km wide bands
of distance from the coast. The restricted coastal area was selected for its nearly uniform
ocean dynamics, and thus avoids mixing different dynamic regimes.
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We first note that, especially for the J3 mission, the data availability near and even far
from the coast is degraded when using the 1 Hz product. This explains the discontinuities
in the statistical plots for the 1 Hz product. The reduced availability of the 1 Hz product is
caused by the more severe data selection criteria applied, as discussed before. The lower
sampling rate is also a factor, since with a distance of nearly 7 km between consecutive
measurements, and with a restricted number of passes in this area (five passes), there is
a lower likelihood of filling all the coastal distance bins. We also see that for both J3 and
S3A, the SLA variance level is slightly higher for the 5 Hz product than the 1 Hz. For J3,
it reaches 15.3 cm2 for the 1 Hz and 16.3 cm2 for the 5 Hz product. For S3A, it reaches
14.7 cm2 for the 1 Hz and 17.9 cm2 for the 5 Hz product. This is explained by the different
cut-off wavelengths used for the signal filtering, ranging from 35 km for S3A to 55 km
for J3 at 5 Hz (see Section 2.3), and 65 km at 1 Hz. We note, however, that the difference
remains low when considering the different noise levels in the upstream products used (i.e.,
noise variance is reduced by a factor of 20 in the 1 Hz upstream product compared with
the 20 Hz due to the 1 Hz compression). This result is made possible by the innovative
processing applied for these two missions (see Section 2.1), significantly reducing the noise
level for the 20 Hz measurements.

The evolution of the SLA variance is stable down to nearly 30 km from the coast for
both missions at both resolutions. Then, it starts to increase when approaching the coast.
The increase is regular and homogeneous for J3, both at 1 Hz and 5 Hz sampling rates.
While no measurements are available for the 1 Hz product within 12 km of the coast, for the
5 Hz product, the SLA variance continues to increase at the same rate as the signal observed
further offshore. The variance reaches nearly 30 cm2 near the coast. For the S3A mission,
the 1 Hz product also reveals a nearly linear increase in SLA variance when approaching
the coast. This product does not allow an accurate sampling of the signal within 5 km of
the coast and there is a suspicious peak of SLA variance at around 10 km from the coast.
This peak is not seen in the 5 Hz product. The latter rather features a nearly linear increase
in SLA variance down to ~5 km from the coast, consistent with what was observed with the
J3 mission. In the last five kilometers, the SLA variance increases sharply to reach nearly
50 cm2 close to the coast.

The evolution of the SLA variance suggests that the quality of the retrieved signal is
better with the 5 Hz product, especially within ~12 km of the coast, where there are no
1 Hz data. However, while various physical signals can contribute to a higher variance in
the coastal area (wind–waves, trapped waves, currents, etc.), the sharp increase in variance
observed with S3A in the last five kilometers rather suggests residual errors, meaning that
the 5 Hz products should be used with care within ~5 km of the coast.

3.2. Observing Capability

The SLA power spectral density (PSD) analysis was used to define the minimum
wavelength associated with the dynamical structures that altimetry would be able to
observe with a signal-to-noise ratio (SNR) greater than 1. The methodology was derived
from [63] and consists of finding the wavelength for which the SNR is equal to 1, the signal
being defined by the mesoscale spectral slope and the noise by a constant value fitted to the
spectral plateau (or nearly flat slope) visible at the shortest wavelengths or on the residual
spectral hump when its signature is well defined. The determination of the spectral slope
and noise is performed by least-squares fitting a two-line sum model to the signal PSD. The
observing capability was defined over the northeast Atlantic area ([10, 35◦W] [30, 65◦N]), in
order to be representative of the area of primary interest to the CMEMS community, which
allows a selection of sections of tracks long enough to obtain an accurate spectral slope
estimation. The full-rate measurement (20 or 40 Hz) was used in order to better observe
the residual noise signature. The results obtained are summarized in Table 2. They are
representative of the mean value over a 1-year period.
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The observing capability estimated with the full-rate product processed as described
in Section 2 ranges from 35 to 55 km according to the mission. As expected, the observing
capability is smaller for S3A. This capability is explained by the use of SAR technology [67]
combined with LR-RMC processing [27] that [29] applied to this mission. C2 and ALG
should be able to observe up to 40 km. For C2, the presence of the SAR-mode measurement
in a large part of the area considered, combined with the HFA correction for LRM-mode
measurement, explain this result. The Ka band used for the AltiKa mission, which has a
lower noise level than the Ku band used for other LRM missions [24], combined with the
HFA noise reduction processing [35], enables it to observe the small mesoscale. Finally,
the LRM Jason missions should observe wavelengths longer than 55 km. The slightly
degraded observing capability for these missions is caused by a higher sensitivity of
the measurements to the sea-surface inhomogeneities producing a well-defined spectral
hump [15], thus contributing to a higher noise level in the measurements, especially during
the winter time, notwithstanding the HFA correction applied.

In order to be compared with the 1 Hz products’ observing capability, the same
methodology was applied to 1 Hz measurements currently available from the CMEMS
and processed with the conventional DUACS system. The S3A mission, representative of
SAR technology, and the J3 mission, representative of LRM technology, were compared.
The results are also summarized in Table 2. They show that in the North Atlantic, the
conventional 1 Hz sampling allows the observation of wavelengths longer than about
65 (S3A) or 85 km (J3). In other words, the full-rate processing applied here reduces the
observable wavelength by nearly half for the SAR mission (S3A) and by one third for LRM
measurements (J3). In the case of the S3A measurements, the reduction in the observable
wavelength observed here is greater than the mean reduction reported by [29] when
comparing the performances of SAR vs. LR-RMC full-rate processing. The authors indeed
reported a reduction of nearly 1/3 of the observable wavelength with LR-RMC compared
with the SAR processing. However, in the present study, we do not directly compare SAR
(here in 1 Hz) vs. LR-RMC (here in 20 Hz); instead, we compare the capabilities of two
different product lines, thus including differences in the processing strategy, i.e., differences
in the retracking mode, as in [29], in addition to differences in the corrections and data
selection. In this case, the performance of the full-rate measurement is strongly linked to
the area considered and cannot be extrapolated as a global mean performance. Indeed, the
presence of high SWH in the North Atlantic region significantly increases the noise in the
processed SAR and MLE4 measurements and thus reduces their observing capability. In the
case of the 20 Hz measurement, this effect is counterbalanced by the different processing
methods discussed above (i.e., LR-RMC and adaptive + HFA processing).

Although the wavelengths presented in Table 2 have been used as cut-off wavelengths
for low-pass filtering over the whole North Atlantic area (see Section 2.3), they are not
fully representative of the observing capability over the different sub-regions and seasons.
Over enclosed seas, the reduced SWH, which results in lower noise levels, combined
with the smaller mesoscale signal usually observed in such regions, should improve the
observing capabilities for the different altimeters. An SNR equal to 1 has been estimated
over the Black Sea region for SAR missions (S3A and C2) processed for a specific ESA
project (EO4SIBS [68]). The results suggest that these measurements should enhance the
observability of wavelengths up to about 25 to 30 km in this area (not shown). In the
same way, seasonal modulations of the mesoscale activity, mainly driven by the seasonal
variations in the mixed-layer depth [69], reduce the mesoscale spectral slope in winter.
At the same time, higher SWH and higher sea-surface inhomogeneity contribute to an
increase in the residual noise level. As a consequence, seasonal variability in the observing
capability can be observed, as previously reported by [63,70].
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3.3. New Insight into the Altimeter Spectral Content with Sentinel-3A

In recent years, high-resolution models combined with in situ measurements have
given us new insights into ocean dynamics at short wavelengths. Several studies [11,69,71]
have underlined the importance of the unbalanced motions that contribute to the energy
cascade and dissipation at these wavelengths [11,72]. Combined with the balanced motions,
they thus significantly contribute to the shape of the kinetic energy spectrum and the SSH
spectral slope at wavelengths lower than ~150 to than 50 km or less, depending on the
area and the season [71]. While only a few years ago the high noise level in altimeter
measurements prevented us from being able to access these wavelengths, progress in
altimeter measurement now leads us to revisit the analysis of the SLA spectral content.
Additionally, recent work from [70,73] proposed a refined methodology for a more accurate
SLA PSD analysis. Here, we adapt the methodology to analyze the spectral content of
the S3A measurements. Indeed, the low noise level of the SAR measurements and LR-
RMC processing makes S3A the best candidate to explore the sea-surface dynamics at
short wavelengths.

As before, the full-rate (20 Hz) measurements are used in order to access the full
spectral content. Although LR-RMC processing significantly reduces the measurement
errors linked to swell [29], only measurements associated with low SWH (below 4 m) have
been considered in order to avoid the possible contamination of the signal with residual
errors. The SLA PDS has been analyzed over two different areas: the Gulf Stream core,
and a less energetic area located further east in the Atlantic Ocean (precise coordinates
are given in Table 5). The mean SLA PDS over the years 2017 and 2018 and for the winter
(February–March–April; FMA) and summer (August–September–October; ASO) seasons
have been analyzed. The spectral decomposition used is similar to the one proposed
by [73]. It consists of first estimating the noise level—represented by the flat signal at the
shorter wavelengths (<10 km)—then the slope characterizing the geostrophic or mesoscale
signal—usually well-defined at wavelengths > ~150 km—and a second slope expected to
be representative of the unbalanced motion visible at the small mesoscale. Mesoscale and
small-mesoscale slopes are fitted on the noise-corrected PDS using a two-line sum model.
The results obtained are presented in Figure 6 and show the mean PSDs for the regions
and seasons considered. The black line represents the true PSD deduced from the altimeter
measurements. The 95% confidence interval is represented by the light gray band centered
on the true PSD. The three slopes deduced from the spectral decomposition are shown
as dashed red lines. The thick red line shows the theoretical spectrum deduced from the
sum of the three different slopes. Finally, the transition scale (Lt) defined for where the
mesoscale (balanced motion) to small-mesoscale (unbalanced motion) signal ratio is equal
to 1, is represented by the blue star. Details of the characteristics of the different PSDs are
given in Table 5.

Table 5. Spectral parameters of S3A SLA signal over the Gulf Stream and northeast Atlantic regions.
Mean spectral characteristics over one year and over winter (JFM) and summer (ASO) seasons.
Measurement over years 2017–2018 were used for these statistics.

Gulf Steam [42, 66◦W] [33, 45◦N] Northeast Atlantic [10, 34◦W] [35, 47◦N]

Full Year FMA ASO Full Year FMA ASO

Mesoscale slope −4.93 +/− 0.08 −4.89 +/− 0.23 −5.03 +/− 0.13 −4.3 +/− 0.19 −3.83 +/− 0.45 −4.74 +/− 0.37

Sub-mesoscale
slope −1.41 +/− 0.17 −1.64 +/− 0.46 −1.32 +/− 0.22 −1.42 +/− 0.12 −1.37 +/− 0.48 −1.49 +/− 0.14

Lt (km) 53.61 +/− 7.36 54.76 +/− 23.29 59.07 +/− 11.19 98.16 +/− 21.24 74.06 +/− 55.94 121.35 +/− 38.38

Noise (cm rms) 4.16 4.27 4.09 4.18 4.33 4.11
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Figure 6. Power spectral density of the SLA along the S3A track in the Gulf Stream domain (top)
and North Atlantic domain (bottom). February–March–April (FMA; left) and August–September–
October (ASO; right), 2017–2018. The black line shows the true PSD deduced from the signal. The
95% confidence interval is represented by the light gray band centered on the true PSD. The dashed
red lines show the 3-slope spectral decomposition. The thick red line shows the theoretical spectrum
deduced from the sum of the 3 different slopes. The blue star shows the transition scale (Lt) dividing
balanced from unbalanced motions.

The results regarding the geostrophic dynamics are consistent with those reported
by previous studies [70]. They feature dynamics close to QG (quasi-geostrophic) theory
(spectral slope close to K−5 [64] in the Gulf Stream). The spectral slope is reduced and
rather close to the SQG (surface QG) theory in the northeast Atlantic area, especially in
winter (spectral slope close to K−11/3). The seasonal variability is well pronounced in this
latter area, with a net deepening of the slope in summer (K−4.7) linked to the less intense
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mesoscale activity at short wavelengths in this season, which in turn is connected to the
characteristics of a shallower mixed-layer depth (MLD).

The slope observed at the small mesoscale is flatter than the slope of the balanced
motion. It ranges from K−1.32 to K−1.64 according to the region and season considered.
These values are in accordance with unbalanced motion or internal gravity wave (IGW)
dynamics that are expected to have a SLA PSD slope close to K−2 theory [74]. Finally,
the transition between balanced and unbalanced motion is found to range from ~50 to
120 km. A mean Lt of about 53 km is observed over the Gulf Stream core, with relatively
low seasonal variability (55 km in winter and 59 km in summer). In contrast, Lt observed in
the northeast Atlantic domain is strongly seasonally variable with minimal values around
75 km during the winter period and a maximal value around 120 km during the summer
period. Although the estimation error of the Lt remains high (up to 56 km in summer in the
northeast Atlantic), the results obtained are coherent with the unbalanced motion that is
enhanced by a shallow MLD and strong pycnocline observed in summer [11]. The results
obtained in characterizing the unbalanced motion are also consistent with those reported
by [71]. The authors used a numerical model to estimate the Lt wavelength. They reported
values of about 50 km in the Gulf stream and slightly more in the northeast Atlantic, with
significant seasonal variability. The analysis of the results over the single-year seasons
also suggests interannual variability in the balance between balanced and unbalanced
motions. The greatest variations were observed during the winter months for the northeast
Atlantic box. In this region the signature for unbalanced motion is well defined for winter
2017. Over this period, it dominates over the geostrophic and noise signals at wavelengths
ranging between about 70 and 30 km. However, during winter 2018 balanced motion
seems to dominate the signal up to wavelengths of about 50 km. In this case, the residual
measurement noise does not allow us to extract the signature of the unbalanced motion for
this domain/period (no shown).

The variability explained by the unbalanced motion remains low, especially in the
Gulf Stream or during the winter period. For that area and season it dominates the
noise and mesoscale signals over a short 20 to 30 km wavelength band (see Figure 6a
for instance). In these conditions, the observability of this signal remains limited when
considering measurements that have not been optimally processed to reduce the errors at
short wavelengths. This is the case with conventional SAR measurements. Indeed, with
higher level, red colored noise, affecting the signal at wavelengths up to ~50 km (as visible
for instance in Figure 1 over the global ocean), the SAR measurement errors mask most of
the unbalanced motion in areas and seasons where this component is low. Elsewhere, SAR
measurement capabilities still allow us to resolve part of the unbalanced motion. In this
way, the high-resolution SAR measurements were used to estimate the SLA spectral content
over the northeast Atlantic area during the 2017 summer period. The corrections applied to
the SAR measurements are consistent with those used in the LR-RMC processing described
in Section 2.2.1. Results obtained with SAR- or LR-RMC-processed measurements can be
seen in Figure 7. Both the processing methods show similar results in the Lt estimation,
with 137 km obtained with LR-RMC and 132 km with the SAR. However, the sub-mesoscale
spectral slope estimated with SAR remains flatter (K−1.32) than the one deduced from LR-
RMC (K−1.54). The latter is closest to the theoretically expected K−2 slope [74]. It is clearly
apparent in Figure 7 that the red noise affecting the SAR measurements dominates the
signal at wavelengths shorter than 50 km, and the lower level of noise achieved with the
LR-RMC processing allows us to resolve the signal up to about 30 km (SNR = 1 considered).
This leads to the lower accuracy of the unbalanced motion observation with the SAR
processing. In the same way, the high-resolution measurements, optimally processed to
reduce errors at short wavelengths, add a higher precision in the characterization of the
unbalanced signal. However, ref. [73] showed that part of this signal can be recovered with
conventional 1 Hz measurements. In this case, a long temporal period is used in order to
reduce the errors during the estimation.
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3.4. Consistency with TG

The dense tide gauge (TG) network provided by the Copernicus Marine Service
(CMEMS) over European waters was used to assess the quality of the altimeter mea-
surements. The methodology used is derived from the one described in [75] and can be
summarized as follows: First, TG series with anomalous events or with significantly higher
variance (more than 20 cm2) than the altimeter data are rejected. Then, selected TG series
are processed in order to obtain an SSH signal comparable to the altimeter measurement
content. The tidal signal is removed using a harmonic decomposition proposed by [76];
the dynamical atmospheric signal [17], also corrected for in-altimeter measurements, is re-
moved from the TG signal. To do so, the TG series are first converted into 6-hourly records;
vertical motions linked to the post-glacial rebound are also removed from the TG signal
using the Peltier model [77,78]. After that, TGs and altimeter measurements are collocated
using the maximal correlation score within a 25 km area around the TG stations. Note
that this distance is reduced compared with the one used in [75] (i.e., ~100 km) in order to
better focus on near-coast measurements. The next step consists of rejecting time series less
than 10-months long to guarantee statistical significance. Finally, global mean statistics are
computed. With the aim of reconciling the different spatial sampling capabilities between
the TG network and the altimetry, different weights were used for the different TG stations
selected. The weights depend on the number of neighboring TGs (a maximal distance
criterion of ~100 km was used), which are compared with an altimeter measurement and
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aligned along the same altimeter ground track. This processing was applied to S3A and
J3 1 Hz and 5 Hz products. A filtered SLA signal, as disseminated in both 1 Hz and 5 Hz
altimeter products, was used. The results are compared for TG stations that are common
to both altimeter products. The data were compared over the period from July 2016 to
September 2018.

The results obtained for S3A and J3 are consistent. They are presented in Figure 8,
which shows the variance in the differences between altimetry and TG signals when using
the 5 Hz altimetry product for S3A and J3 (top), as well as the differences with the results
obtained when using 1 Hz altimeter products over the common TG stations selected
(bottom). Results are expressed as percentages of the TG signal.

Remote Sens. 2023, 14, x FOR PEER REVIEW 21 of 32 
 

 

 
Figure 8. Top: Variance in the differences between S3A (a) and J3 (b) altimeter measurements and 
TG SLA signal when the 5Hz altimeter product is used. Bottom: Difference between the results ob-
tained with the DUACS 1Hz product for S3A (c) and J3 (d). Large dots indicate clusters of neigh-
boring TGs that have been weighted for the computation of global mean statistics. Negative values 
mean that the SLA differences between altimetry and TGs are lower for the 5Hz products (unit: % 
of the variance in the TG signal). 

The TG selection criteria allowed us to select 232 TG sites for the comparison with 
S3A and 99 sites with J3 5 Hz altimeter products, i.e., respectively ~63 and 27% of the 
initial number of the TG available. They are located along the main part of the European 
coasts, except in the Black Sea and western Mediterranean Sea. The mean distance be-
tween the TGs and the altimeter measurements selected is around 20 km for both of the 
altimeter missions. The variance in the differences between the altimeter and the TG meas-
urements shows a spatial distribution close to the observation reported by [75] when us-
ing CMEMS 1 Hz altimeter products, except that values observed here are slightly higher 
due to the restricted area used for the altimetry and TG measurement colocation, as dis-
cussed before. The lower variances (globally < ~15%) are located in the Baltic Sea, while 
higher values (>50%) are located in the North West Shelf area. 

The number of TG stations retained that were statistically comparable with the altim-
eter measurements are higher for the 5 Hz product. Indeed, an additional 75 stations are 
selected with the 5 Hz S3A product, i.e., ~+48% compared with the number of stations 
selected when using the 1 Hz altimeter product. For J3, an additional 30 stations are se-
lected (i.e., +43%). They are mainly located in the North Sea, Gulf of Finland, Baltic Sea, or 
in the jagged western UK coasts (not shown). This is due to the higher availability of 5 Hz 
measurements in coastal areas, as discussed in Section 3.1. 

Finally, only 142 and 62 TG stations have been used to compare the respective per-
formances of the 5 Hz and 1 Hz altimeter products for S3A and J3 respectively.. They 

Figure 8. Top: Variance in the differences between S3A (a) and J3 (b) altimeter measurements and TG
SLA signal when the 5Hz altimeter product is used. Bottom: Difference between the results obtained
with the DUACS 1Hz product for S3A (c) and J3 (d). Large dots indicate clusters of neighboring TGs
that have been weighted for the computation of global mean statistics. Negative values mean that the
SLA differences between altimetry and TGs are lower for the 5Hz products (unit: % of the variance in
the TG signal).

The TG selection criteria allowed us to select 232 TG sites for the comparison with S3A
and 99 sites with J3 5 Hz altimeter products, i.e., respectively ~63 and 27% of the initial
number of the TG available. They are located along the main part of the European coasts,
except in the Black Sea and western Mediterranean Sea. The mean distance between the
TGs and the altimeter measurements selected is around 20 km for both of the altimeter
missions. The variance in the differences between the altimeter and the TG measurements
shows a spatial distribution close to the observation reported by [75] when using CMEMS
1 Hz altimeter products, except that values observed here are slightly higher due to the
restricted area used for the altimetry and TG measurement colocation, as discussed before.
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The lower variances (globally < ~15%) are located in the Baltic Sea, while higher values
(>50%) are located in the North West Shelf area.

The number of TG stations retained that were statistically comparable with the altime-
ter measurements are higher for the 5 Hz product. Indeed, an additional 75 stations are
selected with the 5 Hz S3A product, i.e., ~+48% compared with the number of stations
selected when using the 1 Hz altimeter product. For J3, an additional 30 stations are selected
(i.e., +43%). They are mainly located in the North Sea, Gulf of Finland, Baltic Sea, or in
the jagged western UK coasts (not shown). This is due to the higher availability of 5 Hz
measurements in coastal areas, as discussed in Section 3.1.

Finally, only 142 and 62 TG stations have been used to compare the respective per-
formances of the 5 Hz and 1 Hz altimeter products for S3A and J3 respectively.. They
correspond to the common TG stations selected for both products. The mean statistics
observed for the common TG stations are given in Tables 6 and 7, while Figure 8 (bottom)
shows the reduction in the variance in the difference between altimetry and the TG signal
when using a 5 Hz altimeter product rather than a 1 Hz product. The results show that
the mean distance between the TG and the altimeter’s most correlated point for 1 Hz
and 5 Hz altimeter products is nearly the same (~20 km). Nevertheless, the length of the
altimeter/TG data pair series is generally longer for the 5 Hz altimeter product, with 8.7%
additional pairs for S3A and 5.7% for J3 compared with the results obtained with 1 Hz
altimeter measurements. Here, again, this is due to the enhanced data availability of the
5 Hz product near the coast. We also observe in Tables 6 and 7 that the altimeter signal
retrieved with the 5 Hz product is overall more consistent with the TG signal. Indeed, the
5 Hz SLA shows a mean variance in the signal (126 cm2 for S3A; 131 cm2 for J3) close to the
mean variance in the TG signal (134 and 154 cm2, respectively). The mean variance in the
differences between altimeter and TG signal reaches 58 cm2 for S3A and J3, i.e., between
~43% (S3A) and 38% (J3) of the TG signal. It is reduced by about 17% for J3 to 5% for S3A
when compared with the results obtained with altimeter 1 Hz product. This reduction is
however not homogeneous in space (Figure 8). It shows well-defined areas where the 5 Hz
altimeter product better compares with TG measurements. This is the case for instance
along the west and south Iberian coasts or along the Italian coasts. On the other hand, the
1 Hz product for S3A performs better along the Ligurian coast and north Iberian coast.
Along the northern European coasts, the 5 Hz product is closer to the TG signal in most TG
locations. However, neighboring TG locations can have very different results, especially
along jagged coasts.

Table 6. Inter-comparison of S3A measurements and tide gauge data from the European coasts
in terms of variance in the differences between both datasets. The mean distance between tide
gauges and the most correlated along-track altimetry points, as well as the number of total data pairs
(altimetry–tide gauge) used in the computation, are displayed. The common tide gauge stations for
1 Hz and 5 Hz products were used. () shows the uncertainties (error bars) computed for variance
from the bootstrap method using 10.000 iterations. Finally, the improvements (%) for 5 Hz data
compared with tide gauges in terms of lower variance in the differences (altimetry–tide gauge), lower
mean distance between the most correlated altimetry point and tide gauges, and larger number of
available data with respect to 1 Hz data are also displayed.

1 Hz 5 Hz Improv 5 Hz

Var TG (cm2) 128 (10) 134 (9) -

Var ALT (cm2) 112 (8) 126 (8) -

Var TG-ALT (cm2) 61 (6) 58 (5) −5%

Distance TG (km) 20 19 −5%

Data pairs 2962 3220 +8.7%
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Table 7. Same as Table 6 but using J3 measurements.

1 Hz 5 Hz Improv 5 Hz

Var TG (cm2) 157 (18) 154 (16) -

Var ALT (cm2) 135 (14) 131 (13) -

Var TG-ALT (cm2) 70 (11) 58 (8) −17%

Distance TG (km) 21 20 −5%

Data pairs 1255 1327 +5.7%

4. Use Cases
4.1. Assimilation in Numerical Models

The 5 Hz altimeter products have been designed to serve the CMEMS community and
more specifically the Model Forecasting Centers (MFCs) that contribute to the CMEMS.
The demonstration 5 Hz product was thus proposed to different MFCs for testing, with
the main objective to demonstrate the added value of a higher spatially resolved altimeter
product for regional models. They used this product for assimilation in regional models in
comparison with the results obtained with the assimilation of the conventional 1 Hz product
(CMEMS SEALEVEL_EUR_PHY_L3_REP_OBSERVATIONS_008_061 regional product line
corresponding to the DUACS DT-2018 standards). In order to avoid biased results, possibly
resulting from the improved quality of the signal induced by the different instrumental and
geophysical corrections applied in the 5 Hz processing (see Section 2.1), an intermediate
version of the demonstration product was used for this exercise. It was constructed using
altimeter standards close to the corresponding 1 Hz products available in the CMEMS,
and for the revised processing method, only the HFA correction, which is necessary to
significantly reduce the error at short wavelengths, was applied in the L3 5 Hz processing
for this comparison.

An example of the results obtained with the 1/36◦ × 1/36◦ Iberian and Bay of Biscay
(IBI) model is fully described by [79], which we summarize here. The authors showed that
the assimilation of the 5 Hz SLA reduces the RMSE of the differences between the model
forecast and altimeter SLA along the J3 tracks. They report a reduction of nearly 9% of
the RMSE compared with the assimilation of the conventional 1 Hz product. However,
this result can be improved when the assimilation scheme is enhanced by fully exploiting
the variables delivered in the 5 Hz altimeter product. Thus, using the DAC, ocean tide,
internal tide, and LWE corrections to adjust the altimeter content to the SSH resolved by
the model, a larger reduction in the RMSE can be obtained. The authors report a reduction
of 11 to 14% depending on the region. The best scores are in areas where the DAC and tide
signals are significant. At the same time, the surface currents resolved by the model when
assimilating the 5 Hz rather than the 1 Hz altimeter measurements are more consistent
with independent observations from high-frequency radar [80], with a 15 to 20% reduction
in the RMSE differences. There was no impact on the consistency between the model SST
or T/S profiles and independent satellite or in situ observations.

4.2. Coastal Currents

The demonstration 5 Hz L3 products can be used in studies of ocean dynamics and
more particularly ocean circulation. We take here the example of the Northern Current
(NC) in the western Mediterranean Sea. The J3 track #222 is well known to be optimally
positioned to sample the narrow surface boundary NC flowing along the coast from Italy
to Spain. At the same time, it crosses a challenging area for altimetry since it is located
over a narrow and uneven shelf. This track was widely used in previous studies as for
instance by [40,42,81]. For comparison, the signal along the tracks S3A #513 and #741 was
also considered. The track #513 is located ~0.5◦ west of the J3 track, just east of La Valette
island, and is optimally positioned to catch the NC over an area where the continental
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slope is narrow. In contrast, the track #741 is located east of the J3 track and crosses the NC
off the western Italian coast, around 7.9◦E.

The mean geostrophic current from 2018 was analyzed from both 5 Hz L3 altimeter
products presented in this paper, as well as a contemporaneous 1 Hz product available
from the CMEMS (SEALEVEL_EUR_PHY_L3_REP_OBSERVATIONS_008_061 regional
product line corresponding to the DUACS DT-2018 standards). In the case of the 5 Hz
product, the mean current was directly computed as a temporal mean of the total current,
i.e., composed of the anomaly of the geostrophic current and mean absolute current both
delivered in the product (i.e., mdt_velocity and sla_velocity variables). In the case of
the 1 Hz product, the across-track velocities are not provided. They were thus estimated
using the finite-difference method described in Section 2.5. Then, a temporal mean of the
current was estimated as previously performed with the 5 Hz product. The MDT field
used corresponds to the SMDT_MED_2014 [58] for both the 5 Hz and 1 Hz data processing
methods. For both products, only measurements with a minimum rate of 66% availability
are considered.

The result is shown in Figure 9 as a function of the distance to the coast. The thick
blue and red lines represent the mean current over the year deduced from the 5 Hz and
1 Hz L3 products, respectively. The thin black lines show the variations in the current over
the seasons derived from the 5 Hz product.
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[81,82]. The position observed along S3A track #513 is between 20 and 45 km from the 
coast, just south of the steep bathymetric gradient observed in the area. Here, again, this 
is consistent with previous observations [81]. The intensity of the NC varies from one po-
sition to the other. For 2018, it is about 0.4 m/s in the eastern position (S3A track #741). A 
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Figure 9. Mean across-track current along the J3 pass #222 (center), SA pass #513 (left), and #741
(right) crossing the NC. The current is displayed as a function of the distance to the coast. Results
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year 2018 obtained using 1Hz product (red line). Uncertainty estimation for the 1Hz (light red) and
5Hz (light blue) yearly mean is deduced from the standard deviation of the current over the year.



Remote Sens. 2023, 15, 793 23 of 30

The figure shows that the 5 Hz altimeter product captures the NC. The core current is
located between ~15 and 40 km from the coast along the J3 track #222 and S3A track #741.
This corresponds well to previous observations made with in situ measurements [81,82].
The position observed along S3A track #513 is between 20 and 45 km from the coast, just
south of the steep bathymetric gradient observed in the area. Here, again, this is consistent
with previous observations [81]. The intensity of the NC varies from one position to the
other. For 2018, it is about 0.4 m/s in the eastern position (S3A track #741). A higher
intensity of 0.6 m/s~ is observed in the western part (S3A track #513), while a lower
intensity of about 0.3 m/s is observed along the central J3 track (#222). These observations
encompass the range of the values previously reported with in situ measurements. For
instance [81], reported a mean current intensity slightly more than the 0.3 m/s observed
by glider in an area just west of S3A track #741. The same authors also reported a higher
current intensity (~0.44 m/s) observed with HF radar south of Toulon, corresponding to
the position of S3A track #513. The acceleration of the stream in the area was also observed
with high-resolution numerical models [83]. Meanwhile, drifter measurements analyzed
by [82] showed a weakening of the stream in the Manton/Nice area (i.e., just eastward of
the J3 pass), in correlation with the general broadening of the continental shelf and slope.
The mean current intensity measured with J3 track #222 is in agreement with the intensity
reported by [42], who studied X-TRACK/ALES 20 Hz altimeter products along the same
track, except that these authors analyzed the signal over a longer time period. Nevertheless,
the intensity of the stream observed here with J3 could be slightly underestimated due
to the higher residual noise level in these measurements and the resulting higher cut-off
wavelength compared with that used for the S3A processing (see Section 2.4).

The results from the 1 Hz product also clearly show the signature of the NC current,
albeit with a lower precision than observed with the 5 Hz altimeter product. Indeed, when
the 1 Hz altimeter product is used, the current intensity is reduced compared with the
results obtained with the 5 Hz product, especially along the S3A tracks (a difference of
more than 0.2 m/s). Additionally, the core of the current observed with the 1 Hz product
is wider than with the 5 Hz product and shifted farther from the coast, as observed along
tracks #513 and #222. This is partly explained by the different spatial filtering applied to
the SLA measurements, with a cut-off around 45 km applied in the 1 Hz processing [5].
Furthermore, as previously discussed (Section 3.1), the 1 Hz product does not accurately
capture the part of the signal located close to the coast.

Previous authors have reported a NC that is more intense, narrower, and flows closer
to the coast during the winter months [84–86]. However, a higher barotropic instability,
inducing associated mesoscale activity, is observed in the autumn and winter months,
which can significantly perturb the mean flow [87–89]. The seasonal mean current obtained
from the 5 Hz altimeter product is shown with black lines in Figure 9. It shows high
variability. Along S3A tracks #513 and #741, the seasonal variability corresponds well
to the mean tendency, with an intense stream during the winter months (up to 0.8 and
0.5 m/s in OND, respectively) and less intense during the spring and summer (~0.5 m/s
in AMJ and 0.4 m/s in JJA). Additionally, the current is shifted slightly further from the
coast during summer. We note, however, for track #741 that an intense stream is also
observed during the months of April, May, and June. This behavior differs from the mean
variability reported by previous authors. During this period, S3A measurements are not
available over one cycle. The AMJ mean statistics are thus deduced from only two cycles of
measurements (against three in a nominal situation). With a 10-day temporal sampling, the
seasonal variability deduced from J3 measurements are statistically more robust. However,
over 2018, the seasonal variability observed along J3 track #222 also shows anomalies,
with the higher intensity of the stream reached during the summer period (0.4 m/s in
JAS). An intensification of the NC in the area is indeed clearly visible over five successive
cycles in July and August, suggesting that this signal is physical and does not correspond
to an anomaly of the measurement. A similar behavior was observed along the same J2
track during the 2014–2015 period, as reported by [81]. The authors argued that HF radar
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measurements, located more westward from the J2 track location, suggest that this observed
NC intensification is realistic. It could correspond to the large year-to-year variations in the
NC seasonal variability also reported by [40].

5. Summary and Perspectives

In this paper, we presented a demonstration DUACS L3 altimeter sea level product
defined with a 5 Hz sampling rate. This product was developed with support from the
CNES in preparation for the next generation of operational altimeter products that will
be disseminated by the CMEMS in the near future. It is available for the regional area
of primary interest for the CMEMS, and it is intended to fulfill the specific requirements
for regional applications, contributing to improving the performance of high-resolution
numerical models via assimilation.

The processes applied to this product are similar to the ones used in the conven-
tional DUACS 1 Hz product currently available from the CMEMS. However, significant
improvements have been implemented at different steps of processing, from the choice of
the upstream products and corrections applied to the final residual noise filtering, data
selection strategy, and multi-mission cross-calibration. They all contribute to the 5 Hz prod-
uct’s better ability to resolve the small-mesoscale signal compared with the corresponding
1 Hz product.

Quality assessment first revealed an improved observability of the small-scale signal
with the 5 Hz product, both in open ocean and coastal areas. This is possible above all
thanks to the higher sampling rate of the full-rate (20 Hz to 40 Hz) altimeter measurements
used for this product, but also the different innovative and up-to-date altimeter processing
and corrections, minimizing the measurement noise and permitting the resolution of the
small-mesoscale signal. The LR-RMC processing [27,29] applied to S3A SAR measurements
significantly reduces the red noise signal induced by wind waves and swells observed
in conventional SAR processing [59]. The adaptive processing [46,47] applied to Jason
LRM measurements reduces the noise measurement by about 10% compared with the
conventional MLE4 processing [46]. Improved SSB and HFA corrections improve on this
with an additional 30% reduction in noise [35]. The data recovery strategy used for the
5 Hz product also optimizes the data availability. This is especially the case over high-SWH
areas where, when using the full-rate altimeter editing strategy, the data rejection rate
remains similar to the one observed in low-SWH areas, while a higher rejection rate is
usually obtained with the DUACS 1 Hz editing strategy. Finally, the observable mesoscale
wavelengths estimated from the full-rate-processed measurements are reduced by a factor
of up to 1/3 to 1/2 compared with the 1 Hz products in the northeast Atlantic, where
the presence of high SWH helps to amplify this result. Low-pass filtering, used to reduce
residual signal noise on the delivered SLA, was fitted according to the observing capability
of the different altimeters. The approach remains conservative compared with the 1 Hz
production since we only consider the balanced motion. Nevertheless, the L3 5 Hz product
allows the observation of mean wavelengths of up to ~55 km for the Jason LRM mission
and ~35 km for the S3A SAR mission.

The signal at long wavelengths is also improved in the 5 Hz processing thanks to
a more accurate estimation of the LWE correction. It reduces the SLA discrepancies at
cross-over points by ~9–15% (i.e., 1 to 2.5 cm2) compared with the LWE correction that can
be retrieved using the DUACS 1 Hz processing.

In coastal areas, the 5 Hz demonstration product provides more accurate measure-
ments in the band lying between 5 and 10 km from the coast compared with the 1 Hz
product. Indeed, it offers good measurements up to ~5–6 km, beyond which data avail-
ability for the 1 Hz product is reduced, especially from between 10 and 11 km from the
coast. The dense European TG network was used in order to assess the data quality in
coastal areas. The consistency with TG measurements is higher with the 5 Hz altimeter
product than with the conventional 1 Hz product. This is first of all because when using the
5 Hz altimeter product, a higher number of TG stations are selected for comparison with
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altimetry (+48% for S3A, +43% for J3); secondly, the number of altimetry–TG measurement
data pairs is also higher when the 5 Hz product is used (+8.7% for S3A, +5.7% for J3);
and thirdly, the variance in the differences between altimetry and the TG signal is also
significantly reduced with the 5 Hz altimeter product (−5% for S3A, −17% for J3). Further
improvements with J3 are because of the higher performance of the adaptive retracking
in coastal areas than with the conventional MLE4 processing. It remains to be said that
LRRMC processing applied to S3A is not optimized for the coastal band, even if the results
obtained remain good.

All these improvements make the DUACS demonstration 5 Hz product valuable and
useful for different applications. Modern numerical models, with their ever-increasing
resolutions, can benefit from the 5 Hz altimeter product, as pointed out by [79]. These
authors showed that high-resolution (1/36◦ × 1/36◦) numerical model analysis can be
improved by optimally assimilating the 5 Hz product rather than the 1 Hz product (analysis
RMSE reduction of 9%). We also showed in this paper that the analysis of a specific coastal
current in the northern Mediterranean Sea demonstrates the 5 Hz product’s enhanced
ability in resolving narrow current cores located close to the coast.

Additionally, the high signal-to-noise ratio observed with S3A allows us to resolve
short wavelengths, contributing to a better understanding of the upper ocean sea-surface
dynamics that include both balanced and unbalanced components. These very encouraging
results were however observed over two specific areas and using favorable data selection.
The small-scale content of the SAR measurements processed with LRRMC should be further
analyzed to identify possible residual errors. Nevertheless, the result suggests that a larger
part of the small-scale signal may be exploited. The conservative noise filtering previously
applied to 5 Hz L3 processing may thus evolve in a future version to better take into
account the observability of unbalanced motions. We may infer that these results will
apply equally to the SWOT mission, which is expected to feature lower measurement
noise as well. Indeed, the KaRin noise in the center of the swath (between ~25 and 45 km
from the nadir) is expected to range from 2 to 2.5 cm RMSE for the same SWH selection
criterion (<4 m) [90] used in this paper for S3A. This is less than half the noise level of the
S3A measurements (i.e., between ~4 and 4.5 cm RMSE). The equivalent noise level should
be reached with SWOT measurements for SWH between 5 and 6 m. This suggests that,
if properly corrected for other sources of expected errors from the swath measurement
at the short wavelength, SWOT should offer us an excellent opportunity to resolve the
unbalanced motion.

The demonstration 5 Hz DUACS product presented in this paper has the required
qualities to serve the CMEMS and scientific communities and is a candidate for implemen-
tation in operational production. Nevertheless, other improvements are still possible by
taking advantage of the experience acquired by other projects and scientific communities
and considering other advances recently made in altimeter processing. For instance, the
ESA EO4SIBS project [68], focusing on the Black Sea region, has shown that the DUACS
full-rate data recovery strategy can be improved with a more accurate detection of ice- or
land-contaminated measurements at a regional scale, taking advantage of different retrack-
ing parameters (e.g., peakiness). The X-TRACK processing [40,42] also relies on a different
data recovery strategy, which was demonstrated to accurately recover SSH measurements
where some invalid geophysical or environmental corrections would have flagged the
measurement as missing. Alternative altimeter measurement processing methods that
more accurately retrieve the signal at short wavelengths or in specific tricky areas (e.g., ice-
or land-contaminated regions) are also available (e.g., ALES [31]; FF-SAR [28]). Innovative
processing techniques are also proposed in order to drastically reduce or filter measurement
noise (e.g., EMD filtering [37]). All of these advances should be evaluated and considered
for future inclusion. There will also be new challenges in the future, such as improving
the processing in coastal areas, especially in the 0–10 km near-coast band; the recovery of
the measurements over leads areas, which requires specific processes, as demonstrated for
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instance by [44]; and the possible extension of the full-rate L3 altimeter processing method
over the global ocean.
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